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Abstract. This paper is concerned with the challenge of allowing statistical analysis of confidential
business data while maintaining confidentiality. The most widely-used approach to date is statistical
disclosure control, which involves modifying or confidentialising data before releasing it to users.
Newer proposed approaches include the release of multiply imputed synthetic data in place of the
original data, and the use of a remote analysis system enabling users to submit statistical queries and
receive output without direct access to data. Most implementations of statistical disclosure control
methods to date involve census or survey microdata on individual persons, because existing methods
are generally acknowledged to provide inadequate confidentiality protection to business (or enter-
prise) data.

In this paper we seek to compare the statistical disclosure control approach with the remote analy-
sis approach, in the context of protecting the confidentiality of business data in statistical analysis.
We provide an example which enables a side-by-side comparison of the outputs of exploratory data
analysis and linear regression analysis conducted on a sample business dataset under these two ap-
proaches, and provide traditional unconfidentialised results as a standard for comparison. There are
certainly advantages and disadvantages in the remote analysis approach and it is unlikely that remote
analysis will replace statistical disclosure control methods in all applications. If the disadvantages are
judged too serious in a given situation, the analyst may have to seek access to the unconfidentialised
dataset. However, our example supports the conclusion that the advantages may outweigh the dis-
advantages in some cases, including for some analyses of unconfidentialised business data, provided
the analyst is aware of the output confidentialisation methods and their potential impact.

Keywords. Confidentialised output, Output checking, Noise addition, Attribute disclosure, Data
utility

1 Introduction

This paper addresses the challenge of balancing the competing objectives of allowing sta-
tistical analysis of confidential data and maintaining confidentiality.

In addition to restricting access to confidential data, custodian agencies often release less
than the full original dataset or alter the data before release to analysts, in order to pro-
vide enhanced confidentiality protection. First, identifying attributes such as name and
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address are usually removed, as well as other sensitive attributes or observations. Often,
this is followed by the application of statistical disclosure control methods such as aggre-
gation of geographic classifications, rounding, swapping or deleting values, and adding
random noise to data. In this case, the data are first confidentialised then analysed, as
shown diagrammatically in Figure 1. We will call this the confidentialised input approach.

Balancing data access with confidentialitya a c g data access t co de t a ty

• Statistical Disclosure Control

confidentialise analysedata

• Another way?

confidentialiseanalysedata ydata

• No need for special analysis techniques
• Fitted models should be better enhanced inference

CSIRO. Remote Access in Action - Design and Implementation

• Fitted models should be better – enhanced inference

Figure 1: Confidentialised input: statistical disclosure control approach of confidentialising
data before release for analysis

Unfortunately, statistical disclosure control methods result in information loss and/or bi-
ased estimation, and it can be extremely difficult to quantify the level of protection achieved.
For more information on statistical disclosure control methods, see for example [1, 5, 6, 7,
8, 17, 30].

Motivated by the drawbacks associated with statistical disclosure control, Rubin [26] sug-
gested the alternative of generating and releasing synthetic data, see also [14, 24]. In this
approach, the data custodian fits a model to the original data then repeatedly draws from
the model to generate multiple synthetic datasets which are released for analysis.

A remote analysis system accepts a query from an analyst, runs it on data held in a secure
environment, then returns results to the analyst. In particular, the analyst does not have
direct access to the data at all. In designing a remote analysis system to deliver useful
results with acceptably low risk of a confidentiality breach, restrictions can be imposed on
the queries, the analysis itself can be modified and the results can be modified. In this
approach, the data are first analysed and only the results are confidentialised, as is shown
diagrammatically in Figure 2. We will call this the confidentialised output approach.

Balancing data access with confidentialitya a c g data access t co de t a ty

• Statistical Disclosure Control

confidentialise analysedata

• Another way?

confidentialiseanalysedata ydata

• No need for special analysis techniques
• Fitted models should be better enhanced inference

CSIRO. Remote Access in Action - Design and Implementation

• Fitted models should be better – enhanced inferenceFigure 2: Confidentialised output: remote analysis system approach of analysing data then
confidentialising only the analysis outputs

A system could combine the confidentialised input and confidentialised output approaches,
by implementing a remote analysis system on confidentialised underlying data, see Section
2.1 for an example implemented by the Australian Bureau of Statistics.

A remote analysis system could be fully automated, or could involve some manual check-
ing of queries or outputs, for example. In fact, many of the methods are similar to those im-
plemented in national statistical agencies for manual checking of data laboratory outputs,
see for example [25]. For more information on remote analysis, see for example [11, 22, 27].

A 2006 survey of OECD countries [2] found that most of the countries’ statistical offices are
using statistical disclosure control to make microdata available, and a number of countries
provide or are experimenting with remote access and/or remote analysis solutions. (Here,
remote access refers to secure direct access to data through an online interface, not through
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an analysis server.) Most of these implementations were found to involve household or in-
dividual microdata. In the case of business data, there have been some implementations of
the synthetic data approach, see for example [9, 13]. The authors conclude that remote ac-
cess to microdata which are held in national or international institutions “ ... may allow for
the full exploitation of microdata analysis while limiting the risk of disclosing confidential
information.”

To date, the evidence supports the conclusion in the case of microdata about individual
persons, see [11, 18, 20, 27].

1.1 In this paper

It is the purpose of this paper to contribute to the examination of the potential use of remote
analysis in addressing the balance between microdata access and confidentiality protection,
in the context of business data. The evidence is found to be promising and merits further
investigation.

In Section 2 we discuss the characteristics of business data, and provide a discussion of
current practice for enabling statistical analysis of business microdata in some national
statistical agencies. Section 3 provides details of an example business dataset and two ap-
proaches for enabling statistical analysis without revealing commercially sensitive informa-
tion. In Sections 4, 5 and 6 we provide a comprehensive example of these two approaches,
with reference to the unconfidentialised approach, for univariate exploratory data analysis,
bivariate exploratory data analysis and linear regression, respectively. The example enables
a side-by-side comparison of analysis results generated under each of the three approaches.
Section 7 gives a discussion and conclusion.

2 Business data

In general, business survey data are different in nature from household or individual-level
survey data. Business data often exhibit some or all of the following characteristics, which
highlight this difference from household or individual data.

1. Business survey data exhibit a characteristic pattern in inclusion probabilities, which
heighten the confidentiality issues for large businesses:

(a) Large businesses are always sampled. Thus business data often include a census
of large businesses.

(b) Medium-sized businesses are frequently sampled.
(c) Small businesses are seldom sampled.

2. There are generally few variables.
3. Most variables are continuous rather than discrete.
4. The distributions of many variables are highly skewed.
5. Business data commonly include enterprises which are outliers on each of many vari-

ables. These are the large businesses in the industry sector or sectors sampled.

Business survey data can be highly commercially sensitive, and businesses have a keen in-
terest in the confidentiality of their data. Data custodian agencies therefore have a respon-
sibility to protect the confidentiality of business data as well as household and individual
data, although for different reasons.
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Interestingly, the particular characteristics of business data mean that it is more challeng-
ing to protect business data confidentiality. A 2006 survey of OECD countries [2] found that
“Only a limited number of countries permit some form of access to business microdata; il-
lustrating the practical difficulties inherent in preserving confidentiality of individual busi-
nesses.” The survey analysts also found this to be particularly true in smaller economies
where large businesses are more prominent. They conclude that: “The increased difficulty
and the risks associated with disclosure of business microdata have so far stopped some
countries from moving forward in this domain.”

2.1 Examples of current practice for enabling statistical analysis of busi-
ness microdata

In this section we provide an overview of the approaches currently used by the Australian
Bureau of Statistics, the United Kingdom Office For National Statistics and the United
States Census Bureau for enabling research analysis of business microdata.

Australian Bureau of Statistics
The Australian Bureau of Statistics (ABS) releases business microdata as Confidentialised

Unit Record Files (CURFs) on CD-ROM, as well as through its Remote Access Data Labo-
ratory and its On-site Data Laboratory, see [3].

The ABS CURFs contain data from ABS surveys in the form of unit records, and represent
the most detailed statistical information available from the ABS for researchers and analysts
to run statistical analyses. The unit record files are confidentialised by removing name and
address information, by controlling and limiting the amount of detail available, and by very
slightly modifying or deleting data where it is likely to enable identification of individuals
or businesses.

Basic level CURFs, which are the least detailed, are available on CD-ROM for use on re-
searchers’ own computers. Each CURF is released for an individual’s specified statistical
purposes and for a stated period to the nominated Responsible Officer and Individual Au-
thorised Users. Both the Responsible Officer and Individual Authorised Users are required
to sign and agree to be bound by a legal Undertaking which if breached can result in a
fine or imprisonment or both. The Responsible Officer and Individual Authorised Users
consequently have an obligation to ensure that the CURF and any copies of the CD-ROM
remain secure. More detailed Expanded CURFs may only be accessed via the ABS Remote
Access Data Laboratory (RADL) and the most detailed Specialist CURFS may be accessed
through the ABS Data Laboratory (ABSDL). The Remote Access Data Laboratory (RADL)
is a secure online data query service that clients can access via the ABS web site, and the
ABS Data Laboratory (ABSDL) is an on-site facility offering a high level of data analysis of
specialist level CURFs.

As noted in [28], “It is ABS policy that no information will be released that compromises
the undertaking of confidentiality we have made with providers. In practice this means
that:

• Aggregated data will not be published or released at a fine level if

– The major proportion is from one business, or
– There are fewer than three businesses contributing.

Data suppression occurs in these instances.
• When releasing unit record information,

– Any identifying information is removed (i.e. name, address etc),
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– Units that are spontaneously identifiable are removed (such as very large busi-
nesses in certain industries who will be recognisable from other information on
the dataset) and

– Some data perturbation occurs to maintain both the confidentiality and structure
of the dataset.”

The ABS acknowledges that: “It is primarily the impact that the confidentiality policy has
on the release of information from ... large businesses that is of concern.”

Through the ABS, the Business Longitudinal Database for 2004-05, 2005-06 and 2006-07
is available as an Expanded CURF, while the Business Longitudinal Survey for 1994-95 to
1997-98 is available as a Basic CURF.

United Kingdom Office for National Statistics
The United Kingdom Office For National Statistics (ONS) Business Data Linking (BDL)

Project provides access to business data only via its secure on-site Microdata Lab, where
academic researchers can carry out statistical analyses, see [16]. This data is confidential,
therefore access is tightly restricted.

The restrictions can be summarised as:

1. Only researchers fully employed at bona fide academic or charitable research insti-
tutes, or civil servants, may have access. There is no facility at the moment for PhD
students.

2. The employer is required to sign an agreement taking collective responsibility for the
actions of all its researchers. Researchers are required to agree to standard second-
ment contract terms. There is no access without signed agreements.

3. Projects must be of academic value and demonstrate (a) a clear interest for ONS in
the results (b) the specific need for the datasets requested.

4. Access is only granted through BDL’s secure microdata lab on site at ONS premises.

A research project must specify which dataset it wants to use, why it wants to use it, and
why the data cannot be found elsewhere. Additional datasets may be contributed or linked
by researchers. The procedures BDL uses to ensure efficient and safe access to data include
the signing of relevant contracts.

Business data sets made available through the ONS BDL include: Annual Respondents
Database (1970-2001), New Earnings Survey (1986-2002), Business Enterprise R&D (1994-
2000) and Capital Stock (1980-2001).

United States Census Bureau
The Census Bureau’s Center for Economic Studies (CES) allows special research projects

using microdata files, under strictly controlled confidentiality rules, at Census Research
Data Centers (RDC), see [29]. Researchers with approved RDC projects gain restricted ac-
cess to selected internal microdata from the Census Bureau and other statistical agencies
for statistical purposes only. Approved researchers are sworn for life to protect the con-
fidentiality of the data they access, and projects must provide benefit to Census Bureau
programs, demonstrate scientific merit and pose no risk of disclosure.

Restricted use business data includes: Economic Census files (1977-2000), Longitudinal
Business Database (1977-2005) and Annual Survey of Manufacturers (1973-2006).

In addition, the CES research program develops public-use business data products by
combining and enhancing existing data. Examples include: Business Dynamics Statistics,
Quarterly Workforce Indicators, Synthetic OnTheMap (data on where workers live and
work), Synthetic Survey of Income and Program Participation and Synthetic Longitudinal
Business Database.
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2.2 Potential applicability of the remote analysis approach to business
data

Large businesses can be included in analyses processed by the remote analysis system and
the analysis results then represent all businesses. This is in marked contrast to the current
situation in which released business datasets only cover small and medium sized enter-
prises, and conclusions can only be drawn for this restricted part of the business sector, see
Figure 2.

However, remote analysis also has restrictions and disadvantages, including restrictions
on allowable data transformations, data subsetting and new variable definitions. For exam-
ple, it is common practice in economics to use information like the variable area to identify
small, medium and large firms in order to distinguish differences between these groups.
Such an analysis would not automatically be available through a remote analysis system,
unless the custodian would be willing to make the three relevant data subsets available
through the system. There are potentially many such useful analyses which would not be
possible through a remote analysis system, and the user would need to seek an alternative
data access mode.

More serious are the drawbacks associated with outlier treatment, which will impact the
treatment of large enterprises in business data. Analysts are not permitted to view out-
liers (since these present confidentiality risks) and so cannot make their own removal or
treatment decisions. Instead, the remote analysis system uses robust regression methods to
minimise the influence of outliers and only removes outliers in the presented results. The
analyst can be alerted that outliers have been removed from the presented results. If these
disadvantages are judged too serious in a given situation, the analyst may have to seek
access to the unconfidentialised dataset. For a more detailed discussion of exploratory data
analysis in a remote analysis system, see [19].

The important question which we address in this paper is whether the output confiden-
tialisation process in remote analysis is similar to the standard approach of confidentialis-
ing the input, in terms of the usefulness of the output and whether it may lead to incorrect
inferences.

3 Example business dataset and confidentialisation approaches

In this paper we provide a detailed example which enables a side-by-side comparison of
outputs generated under the statistical disclosure control approach and the remote analy-
sis approach, for the common tasks of exploratory data analysis and linear regression on
business data.

In this section we describe the dataset itself and the analyses to be performed, as well as
the confidentialisation measures applied under the statistical disclosure control and remote
analysis approaches.

3.1 The Sugar Farms data

We will use the Sugar Farms data from a 1982 survey of the sugar cane industry in Queens-
land, Australia [4]. The survey was carried out annually by the Queensland Sugarcane
Growers Association, and during the 1980’s quotas were used to control the amount of
cane grown. The sample frame was all members of the Queensland Sugarcane Growers
Association, that is, all commercial cane growers in Queensland at the time. The dataset
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corresponds to a sample of 338 Queensland sugar farms, where the sample was stratified
by cane growing region and size of quota and within each stratum a simple random sample
was selected.

The dataset has one nominal categorical variable: Cane Growing Region (region) and
five continuous variables: Sugar Cane Area (area), Sugar Cane Harvest (harvest), Receipts
(receipts), Costs (costs) and Profit (profit). Note that profit is calculated as the difference
between receipts and costs. There are no missing values.

The Sugar Farms data display many of the characteristics of business data, as follow:

1. There are few variables - in this case only six, with one of them (profit) derived as the
difference of another two (receipts minus costs).

2. Four of the five variables are continuous.
3. The distributions of many variables are highly skewed.
4. The five farms with receipts over (over $300K) are outliers on most of the continuous

variables.

For the purpose of this paper, we assume that the sample design has led to a pattern of
equal inclusion probabilities within strata. We are interested in conducting exploratory
data analysis of the Sugar Farms data, and then running a linear regression.

3.2 Confidentialised input approach: statistical disclosure control on the
Sugar Farms data

Under this approach, the data are first confidentialised with statistical disclosure control
techniques and then analysed. Our method is the same as the general approach used by
the ABS, as described in Section 2.1, which is to remove or limit identifying information,
suppress spontaneously identifiable units such as very large businesses, and use data per-
turbation. In this section we give details of the statistical disclosure control techniques that
we applied to the Sugar Farms data.

First, the records for the five large farms with receipts over $300K were deleted. The
variable region is not disclosive, and was not confidentialised. The variable area was deter-
mined to be a key identifying variable because of the risk of matching area values to public
registers of farm size and thereby re-identifying farms. It is common practice to reduce the
risk of matching to external databases by coarsening the key identifying variables, so we
categorised area into six groups, namely up to 29, 30-39, . . ., 60-79 and 80 and over. The
categorisation of area was chosen so that the cross-classification of area with region has at
least 3 farms in each cell (see Section 3.4).

In official statistics datasets such as the Sugar Farms Data, it is important to preserve the
additivity constraint in the dataset, and we therefore used Gaussian additive noise. Note
that the removal of the large farms avoids the problem of needing excessive additive noise.
Each of the target survey variables harvest, receipts, costs and profit was perturbed by the
addition of random noise generated from a Multivariate Normal Distribution. This noise
was chosen to preserve the mean and covariance structure of the target survey variables,
as well as ensuring the edit constraint of profit being equal to receipts minus costs for each
farm [15]. However, it is important to note that the process preserves the properties of the
dataset without the large farms as these are removed prior to the addition of noise.

The details follow. Denote the variables by harvest h, receipts r, costs c and profit p, where
p = r − c, and the generated multivariate random noise by (εh, εr, εc, εp)

T ∼ N (µ′,Σ),
where Σ is the covariance matrix of the original data and the superscript T denotes the
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transpose. For each quintile, let µ′ be the vector of corrected means of the four variables,
based on a noise parameter δ = 0.7. In order to preserve sub-totals and limit the amount
of noise, the random noise was generated within quintiles of receipts (note that for ease of
notation we drop the quintile index in the following). Let d1 =

√
(1− δ2) and d2 =

√
δ2, so

that the corrected means are

µ′T =
(
µ′
h, µ′

r, µ
′
c, µ

′
p

)
=

(
(1− d1)µh

d2
,
(1− d1)µr

d2
,
(1− d1)µc

d2
,
(1− d1)µp

d2

)
,

where µT = (µh, µr, µc, µp) is the vector of means of the original variables (after removing
the large farms). For each variable, we calculate a linear combination of the original vari-
able and the random noise generated above, for example, the variable harvest h for record
i would be perturbed to h′

i = d1hi + d2εhi . Note that δ = 0.7 means that we construct a
composite estimator where the weight is 0.7 of the true value plus 0.7 of the noise. The
amount of noise introduced into the dataset was chosen to ensure that no single individ-
ual can be identified by their original values, in order to ensure a fair comparison with
the remote analysis server which is based on this premise The impact of the added noise
on the variable receipts can be seen by comparing the univariate exploratory data analy-
sis results in Figures 7 and 9, see Section 4.2.4. In particular, the percentages of records
with perturbed value differing from the original value by less than 20% are: harvest 76%,
receipts 84%, costs 68% and profit 48%. Profit has more perturbation due to the additiv-
ity constraint. The approach of perturbing with correlated noise is similar to the synthetic
approach assuming normally distributed variables but with a noise parameter of δ = 1.
The mean vector and the covariance matrix remain the same as the original data with the
five large farms removed, and the additivity constraint is exactly preserved. The resulting
dataset is said to be confidentialised.

The results of the analyses of the confidentialised dataset are shown in Sections 4, 5 and 6.
It will be important to remember that the confidentialised dataset preserves the properties
of the original data minus the large farms, because that will have an impact on the results.
For example, there will be an impact on the mean according to the number and values of
the large farms, and variances are likely to be reduced because large farms were removed.

3.3 Confidentialised output approach: remote analysis of the Sugar Farms
data

Under this approach, the data are first analysed then the results are confidentialised. One
of the main ways that disclosures of information about variable values can occur is through
the existence of small numbers of data cases with a given combination of values (this is the
problem of so-called small cells in tabular data). Therefore many of the measures taken to
confidentialise analysis output simply ensure that each combination of variable values has
sufficient data cases represented, through data winsorising or aggregation, and by round-
ing or smoothing of the results. Additional disclosure risk associated with influential large
outliers can be reduced by using robust methods.

In this paper we will confidentialise the results of exploratory data analysis and linear
regression conducted on the Sugar Farms data, using the general methods proposed in
[27], see also [20] for details.

In the case of exploratory data analysis, the confidentialisation measures include:

• Suppress all output if data set is too small
• Suppress or amalgamate all low frequency variable values or ranges
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• Remove outliers in graphical output
• Round or replace exact data values (such as median and quantiles) in output
• Replace tables with correspondence analysis plots
• Replace scatter plots by (confidentialised) parallel boxplots
• Replace Q-Q and P-P plots with robust regression lines

Note that the remote analysis system does not enable the output of user-defined tables.
The problem of confidentialising tabular output has been extensively studied in the litera-
ture and several good solutions exist, see for example [12, 30] and the Tau Argus home page
[10].

For linear regression, confidentialisation measures include:

• Queries are run on a data subset - the same subset each time the same query is run
• Only restricted transformation of variables are permitted, for example, log
• At most 2-way variable interactions are permitted
• If model error is too small, parameter estimates are not returned
• Parameter estimates are rounded
• Diagnostic plots of residuals are confidentialised

There is an important difference between the treatment of the five large farms in the Sugar
Farms data under the confidentialised input and the confidentialised output approaches.
Recall that in the confidentialised input approach, the five large farms are removed from
the dataset before perturbation is applied. These large farms may or may not be outliers.
In the confidentialised output approach for exploratory data analysis, the outliers removed
from plots are likely to include the five large farms.

However, in the confidentialised output approach for linear regression, outliers are re-
moved from diagnostic plots such as plots of regression residuals, and it is not guaranteed
that these outliers will include points which correspond to the five large farms.

3.4 Disclosure risk in the confidentialised input and confidentialised
output approaches

In Sections 4, 5 and 6 below, we provide a comparison of the confidentialised input ap-
proach with the confidentialised output approach, for some common statistical analyses.
We provide a discussion of the usefulness of the results obtained under the two approaches,
with reference to the unconfidentialised results obtained by running the traditional anal-
yses on the original dataset. In order for the comparison between the two approaches to
be meaningful in assessing utility, the two approaches should have comparable disclosure
risk. In this section we quantify the disclosure risk under the two approaches. If the two
approaches have approximately the same disclosure risk, then we can assume that they
provide approximately the same level of confidentiality protection. In that case, our com-
parison of the usefulness of the outputs is valid.

When dealing with statistical microdata, there are two types of disclosures which should
be considered:

• Identity disclosure where an intruder re-identifies a data subject represented in the
microdata, normally through learning the value of identifying key variables in the
dataset.
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• Attribute disclosure where an intruder learns some new information and attributes it
to a data subject represented in the microdata, normally through learning the value
of sensitive target variables in the dataset.

We emphasize that business data differ from microdata arising from social surveys, where
typically protection against identity disclosure is enough to be able to release the microdata.
Business data are never released by agencies unless highly perturbed by, for example, re-
moval of all large businesses and application of other disclosure limitation techniques or by
replacement of the entire dataset with a synthetic dataset (see [21] and [23]). This is because
of the typical skewed distributions and the likelihood that values of sensitive variables are
released through publically available sources. For this reason, we need to protect the Sugar
Farms business dataset against both identity and attribute disclosure.

The confidentialised input approach seeks to reduce the risk of identity disclosure by en-
suring that there are no small counts in the cross-classifications of identifying key variables.
In the case of the Sugar Farms data, the identifying key variables are region and area, since
these are likely to be publically available on external administrative datasets. The discrete
variable region has only four categories, and was not altered in the confidentialisation pro-
cess for the confidentialised input approach. The continuous variable area was coarsened
into six categories as described in Section 3.2, where the categories were chosen to ensure
that the cross-classification of region and area does not have any cell with a count of three
or less. The confidentialised output approach seeks to reduce the risk of identity disclosure
by ensuring that each combination of variable values has sufficient data cases represented,
through results suppression, data winsorising or aggregation, and by rounding or smooth-
ing of the results. In this way, the two approaches provide a comparable level of protection
against the risk of identity disclosure.

Attribute disclosure risk is relevant for the sensitive variables harvest, receipts and costs.
In the confidentialised input approach, we propose to approximate a measure of attribute
disclosure risk by calculating the sum of the relative absolute differences between the vari-
able values in the confidentialised dataset and the variable values in the original dataset.
Since the variable region was not confidentialised, the attribute disclosure risk measure is
calculated for each of the four regions separately. In the confidentialised output approach,
there are no individual confidentialised variable values to use in a comparable measure
for attribute disclosure risk. Instead, we generated estimates from the exploratory data
analysis results, where the results for receipts are shown in Figures 8 and 11(b) and results
for costs are shown in Figure 11(c). The method for generating the estimates was as fol-
lows. Each single box plot for the sensitive variable on a region provides an estimate of
the values: lower whisker, first quartile, median, third quartile and the upper whisker. We
assume that 25% of the values of the sensitive variable lie in the interval between the lower
whisker and the 1st quartile, 25% of the values lie in the interval between the 1st quartile
and the median, 25% of the values lie in the interval between the median and the 3rd quar-
tile, and finally, 25% of the values lie in the interval between the 3rd quartile and the upper
whisker. Next, since we have no other information, we assume that the values of the sen-
sitive variable are equally distributed across the intervals of the box plot and we carry out
an interpolation to obtain individual estimated values. We then estimate the attribute dis-
closure risk measure for each sensitive variable, on each region, by computing the sum of
the relative absolute difference between the estimated value based on the interpolation and
the original value. The table in Figure 3 provides a comparison of the attribute disclosure
risk measure values for the sensitive variables harvest, receipts and costs under the two
confidentiality approaches. To make the comparison, the large farms that were removed in
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the confidentialised input approach are not included in either of the risk measures.

Variable 

Attribute Disclosure Risk 

Confidentialised Input 

Approach 

Confidentialised 

Output Approach 

Region 1 Harvest 16.80 12.94 

 Receipts 14.39 14.50 

 Costs 21.28 8.55 

Region 2 Harvest 3.82 2.04 

 Receipts 3.28 5.59 

 Costs 5.66 3.63 

Region 3 Harvest 14.82 5.80 

 Receipts 9.58 7.84 

 Costs 20.33 5.73 

Region 4 Harvest 12.20 4.16 

 Receipts 9.19 4.78 

 Costs 16.56 6.51 

 

Figure 3: Attribute disclosure risk for sensitive variables harvest, receipts and costs within
regions (not including the large farms) for the two confidentiality approaches

In Figure 3, the attribute disclosure measures are generally smaller for the confidentialised
output approach based on interpolation of individual values than for the confidentialised
input approach based on the addition of noise. However, the two approaches give mea-
sures that are similar in magnitude for most cases and therefore we can assume that both
confidentiality approaches have comparable levels of confidentiality protection.

4 Univariate exploratory data analysis of the Sugar Farms
data

In this section we give a comparison of univariate exploratory data analysis outputs under
the confidentialised input and confidentialised output approaches, with reference to the
unconfidentialised analysis.

We focus on the variables area and receipts, in Sections 4.1 and 4.2 respectively, as rep-
resentative of the variables present. The comparison for the non-disclosive variable re-
gion would be the same under the confidentialised input and confidentialised output ap-
proaches, so it is not given. The comparisons for harvest, costs and profit are similar to that
for receipts, so are also omitted.

Recall that in the confidentialised input approach, the continuous variable area is cate-
gorised into six groups and the variable receipts has noise added.
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4.1 The variable area

4.1.1 Confidentialised input approach

area 

 Category Frequency 

1 Up to 29 35 

2 30 – 39  70 

3 40 – 49  60 

4 50 – 59  43 

5 60 – 79  62 

6 80 and over  63 
 TOTAL 333 

 

(a) Frequency Table
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(b) Bar Chart

Figure 4: Univariate exploratory data analysis output for the variable area in the confiden-
tialised Sugar Farms data

4.1.2 Confidentialised output approach

Sugar Cane Area 

 1st Quartile   35 

 Median  50 

 Mean   60.25 

 3rd Quartile 70 

Standard Deviation 36 
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(d) Confidentialised QQ-Plot

Figure 5: Confidentialised output from exploratory data analysis of variable area in the
Sugar Farms data. The symbol ∗ ∗ ∗ is used in a figure to indicate that outliers have been
removed for plotting.
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4.1.3 Unconfidentialised analysis

Sugar Cane Area 

 Minimum 18 

 1st Quartile   36 

 Median  51 

 Mean   60.25 

 3rd Quartile 73 

 Maximum 280 

Standard Deviation 35.61062 
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(c) Histogram and Density
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(d) Normal QQ-plot

Figure 6: Unconfidentialised univariate exploratory data analysis output for the variable
area in the Sugar Farms data

4.1.4 Comparison and discussion

From the table in Figure 4(a), the analyst knows which group contains the median and the
quartiles, which probably gives reasonable estimates based on linear interpolation. How-
ever, it would be harder for the analyst to be confident about estimating the mean or stan-
dard deviation and so reproduce the information in Figure 5(a). The confidentialised out-
put approach provides rounded quartiles, mean and standard deviation. Neither of the
confidentialised approaches provides information about the sample minimum and maxi-
mum, which does appear in the unconfidentialised results in Figure 6(a).

The bar chart in Figure 4(b) does not capture the shape of the data seen in the confiden-
tialised boxplot in Figure 5(b) and the confidentialised density in Figure 5(c). The confiden-
tialised boxplot and density appear quite close to the unconfidentialised output in Figures
6(b) and 6(c), except that large farms are not represented or included.

The confidentialised input results in Figure 4 give no equivalent to the Q-Q plot shown in
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Figure 5(d). An analyst provided with the confidentialised input would be unaware that
the variable area is skewed, however this is indicated under the confidentialised output
approach and confirmed in the unconfidentialised results in Figure 6(d). It is worth noting
that the normal distribution in the confidentialised output and unconfidentialised results
have the same mean and variance.

In comparing the three sets of results, it is important to look carefully at the differences
in the scales. The removal of large farms in the confidentialised input approach and the
removal of plot outliers in the confidentialised output approach may both result in a com-
pression of the plot scales in comparison with the unconfidentialised results.

In summary, the categorisation of area into six groups, which was necessary to avoid iden-
tity disclosure, has led to a significant deterioration in the information made available to
the analyst in the confidentialised input case, in comparison with the confidentialised out-
put case. The information provided under the confidentialised output approach appears
to give a good indication of the characteristics of the original dataset with the large farms
removed.

4.2 The variable receipts

4.2.1 Confidentialised input approach

 Receipts 

No. observations 333 

 Minimum 11140 

 1st Quartile   57473 

 Median  77144 

 Mean   90643 

 3rd Quartile 109637 

 Maximum 260098 

Standard Deviation 49214.06 
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(d) Normal QQ-plot

Figure 7: Univariate exploratory data analysis output for the variable receipts in the confi-
dentialised Sugar Farms data
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4.2.2 Confidentialised output approach

 Receipts 

 1st Quartile   57600 

 Median  80400 

 Mean   96000 

 3rd Quartile 117100 

Standard Deviation 61600 
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(d) Confidentialised QQ-Plot

Figure 8: Confidentialised output from exploratory data analysis of variable receipts in the
Sugar Farms data. The symbol ∗ ∗ ∗ is used in a figure to indicate that outliers have been
removed for plotting.

4.2.3 Unconfidentialised analysis

 Receipts 

 Minimum 11703 

 1st Quartile   57607 

 Median  80391 

 Mean   95965 

 3rd Quartile 117062 

 Maximum 484346 

Standard 
Deviation 

61609.105256 
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(d) Normal QQ-plot

Figure 9: Unconfidentialised univariate exploratory data analysis output for the variable
receipts in the Sugar Farms data
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4.2.4 Comparison and discussion

Comparing the Summary Statistics in Figures 7(a), 8(a) and 9(a), we see that the values for
1st Quartile are quite close across the three approaches. The median, mean 3rd Quartile
and standard deviation are smaller in the confidentialised input approach than in the other
two approaches. The minimum in the confidentialised input approach is quite close to the
unconfidentialised, however the maximum is significantly smaller due to the removal of
the large farms. As seen previously in Section 4.1.4, minimum and maximum are missing
from the confidentialised output results. These observations are not surprising as in the
confidentialised input approach large farms were removed and the added noise preserved
the first two moments of the dataset without the large farms. In summary,

The box plots in Figures 7(b), 8(b) and 9(b) have similar boxes, once the difference in the
scales is noted, except that the confidentialised input box plot has a smaller upper quartile
(this was noted in the Summary Statistics). The confidentialised input box plot in Figure
7(b) shows values above the upper whisker, but the maximum is smaller in comparison
with the unconfidentialised box plot in Figure 9(b). The confidentialised output box plot in
Figure 8(b) shows no values above the upper whisker.

In the confidentialised output in Figure 8(c), the histogram has been omitted and the tail
of the density has been truncated. However, the density is quite close to the unconfiden-
tialised density in Figure 9(c). The confidentialised input histogram and density in Figure
7(c) appear a bit different from the unconfidentialised histogram and density in the upper
tail. Again, there is a difference in scales due to removal of dataset large farms in the confi-
dentialised input approach and the removal of plot outliers in the confidentialised output
approach.

The confidentialised input and confidentialised output Q-Q plots in Figures 7(d) and 8(d)
are quite similar shapes, though both are truncated with respect to the unconfidentialised
plot in Figure 9(d).

In summary, the confidentialised output results appear to give good information about
the original data. The confidentialised input results, particularly those provided as 3rd
Quartile, standard deviation, maximum, histogram and density, give good information
about the sub-population of farms which does not include the large farms.
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5 Bivariate exploratory data analysis of the Sugar Farms data

5.1 Bivariate area, receipts and costs with region

5.1.1 Confidentialised input approach

 region 

 1 2 3 4 

Up to 29 11 7 3 14 

30 – 39  18 7 16 29 

40 – 49  20 7 16 17 

50 – 59  18 6 9 10 

60 – 79  24 5 22 11 

area 

80 and over 32 6 19 6 
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(c) costs by region

Figure 10: Bivariate exploratory data analysis for area, receipts and costs with the discrete
variable region in the confidentialised Sugar Farms data

5.1.2 Confidentialised output approach
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(b) Box plots for receipts by region
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(c) Box plots for costs by region

Figure 11: Confidentialised bivariate exploratory data analysis for each continuous variable
area, receipts and costs with the discrete variable region. The symbol ∗∗∗ is used in a figure
to indicate that outliers have been removed for plotting.
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5.1.3 Unconfidentialised analysis
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Figure 12: Unconfidentialised bivariate exploratory data analysis for each continuous vari-
able area, receipts and costs with the discrete variable region

5.1.4 Comparison and discussion

Comparing the bivariate exploratory data analysis output for area by region in Figures
10(a), 11(a) and 12(a), we see that the confidentialised input approach leads to a clear loss of
information in comparison with the confidentialised output and unconfidentialised results.
The analyst could obtain reasonable estimates of the minimum, median and 1st Quartiles
from the table in Figure 10(a), but estimates of 3rd quartile and maximum from the table
would be too low. The confidentialsed output box plots in Figure 11(a) do not show val-
ues beyond the ends of the whiskers, and the scale is compressed in comparison with the
unconfidentialised box plots in Figure 12(a), due to the removal of plot outliers.

The box plots for receipts by region in Figures 10(b), 11(b) and 12(b) and costs by region
in Figures 10(c), 11(c) and 12(c) are quite similar across the confidentialised input, confi-
dentialised output and unconfidentialised results, except that the confidentialised output
in Figures 11(b) and 11(c) do not show values beyond the extremes of the whiskers, and
display compressed scales due to the removal of plot outliers. The scales on the confiden-
tialised input box plots in Figures 10(b) and 10(c) are also compressed, due to the removal
of large farms. The compression is particularly noticeable for the 3rd quartile, extent of
upper whisker and maximum.

In summary, the categorisation of area into six groups has led to a significant deteriora-
tion in the information made available to the analyst in the confidentialised input case, in
comparison with the confidentialised output case. The information provided under the
confidentialised output approach appears to give a good indication of the characteristics of
the original dataset with the large farms removed.

TRANSACTIONS ON DATA PRIVACY 5 (2012)



Comparison of Remote Anal. with SDC for Protecting the Conf. of Business Data 421

5.2 Bivariate pairs from area, receipts and costs

5.2.1 Confidentialised input approach
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(c) receipts by costs

 area receipts costs 

area 1 
0.7487469 

p-value < 2.2e-16 

0.7145667 

p-value < 2.2e-16 

receipts  1 
0.8594960 

p-value < 2.2e-16 

costs   1 

 

 
(d) Pearson Correlation Coefficients

Figure 13: Bivariate exploratory data analysis for pairs of variables receipts, area and costs
in the confidentialised Sugar Farms data

Receipts (thousands) 

Area Less 
than 
40 

40-59.9 
60.0-
79.9 

80.0-
99.9 

100.0-
139.9 

140.0 
and 
over 

Total 

Less than 29 14 13 8 0 0 0 35 

30-39 20 25 17 8 0 0 70 

40-49 3 11 25 12 9 0 60 

50-59 0 7 14 11 6 5 43 

60-79 0 2 12 16 16 16 62 

80 and Over 0 0 1 10 12 44 63 

Total 37 58 77 57 43 61 333 

 
4015.0..0001.05.2682  VCp  

 
 

Figure 14: Chi-Square test and Cramer’s V (C.V.) for area with receipts in the confiden-
tialised Sugar Farms data

Normally a “1” or a “2” in a cell in a cross-tabulation is considered to be a confidentiality
concern. However, in this case the data have been confidentialised with statistical disclo-
sure control processes, so only confidentialised values are revealed. Therefore, the small
counts in this table are not a confidentiality concern.
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5.2.2 Confidentialised output approach
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(b) costs vs area
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(c) receipts vs costs

 area receipts costs 

area 1 
0.8877 

*** 

0.8868  

*** 

receipts  1 
0.9010  

*** 

costs   1 

Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 (d) Pearson Correlation Coefficients

Figure 15: Confidentialised bivariate exploratory data analysis output for the variables
area, receipts and costs in the Sugar Farms data. The symbol ∗ ∗ ∗ is used in a figure to
indicate that outliers have been removed for plotting.
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5.2.3 Unconfidentialised analysis
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(c) receipts by costs

 area receipts costs 

area 1 
0.8876671 

p-value < 2.2e-16 

0.8867933 

p-value < 2.2e-16 

receipts   1 
0.90096490  

p-value < 2.2e-16 

costs     1 

 

 
(d) Pearson Correlation Coefficients

Figure 16: Unconfidentialised bivariate exploratory data analysis for pairs of continuous
variables area, receipts and costs in the Sugar Farms data

Receipts (thousands) 

Area Less 
than 
40 

40-59.9 
60.0-
79.9 

80.0-
99.9 

100.0-
139.9 

140.0 
and 
over 

Total 

Less than 29 18 9 8 0 0 0 35 

30-39 13 31 19 6 1 0 70 

40-49 0 13 23 19 5 0 60 

50-59 0 7 13 11 9 3 43 

60-79 1 1 11 15 24 10 62 

80 and Over 0 0 1 8 15 44 68 

Total 32 61 75 59 54 57 338 

 
4530.0..0001.08.3462  VCp  

Figure 17: Unconfidentialised Chi-Square test and Cramer’s V (C.V.) for area with receipts
in the Sugar Farms data

5.2.4 Comparison and discussion

In the confidentialised input approach, area has been transformed into a discrete variable
with six groups, so only the box plots in Figures 13(a) and 13(b) are provided in place of
the scatter plots in Figures 16(a) and 16(b). The scatter plot in Figure 13(c) is provided in
place of the scatter plot in Figure 16(c). General relationships between the variables are
still observed in the confidentialised input plots, however the scales of the plots are com-
pressed due to the removal of large farms. The confidentialised output approach provides
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box plots as in Figures 15(a), 15(b) and 15(c). The box plot intervals are narrower than in
the confidentialised input box plots in Figures 13(a) and 13(b). The general relationships
between the variables are still observed in the confidentialised output plots, however the
scales of the plots are compressed due to the removal of plot outliers. As before, the scales
of the confidentialised input and confidentialised output plots are not the same, and both
are compressed in comparison with the unconfidentialised plots.

The confidentialised input Pearson correlation coefficients in Figure 13(d) are smaller than
in the confidentialised output in Figure 15(d) and the unconfidentialised version in Figure
16(d), so the confidentialised input approach underestimates the correlations between the
variables. This may be because the large farms are the most highly correlated observa-
tions, and they are omitted in the confidentialised input approach. In contrast, the confi-
dentialised output correlations are rounded from the true unconfidentialised versions, so
correlations are accurately reported.

The confidentialised output does not include a Chi-Square test, since the confidentialisa-
tion of Chi-Square output when one or both variables is continuous requires some addi-
tional system functionality. The issue is in the specification of the categories for continuous
variables, when it leads to small cells. Even if the table is not provided to the researcher,
there would need to be an indication of whether expected cell counts are too small to obtain
a valid chi-square distribution. The confidentialised input table in Figure 14 is reasonably
similar to the unconfidentialised version in Figure 17, with small differences due to the data
set confidentialisation process. The confidentialised input Chi- square value and Cramer’s
V (C.V.) are smaller than the unconfidentialised approach at the same significance level.
For the chi-square test, the confidentialised input approach provides the same decision in
terms of rejecting the null hypothesis of independence.

In summary, the confidentialised input and confidentialised output approaches seem to
provide fairly similar bivariate information about non-transformed pairs of variables, ex-
cept that the confidentialised input approach underestimates the correlations amongst the
variables. The confidentialised output approach does not allow the discretising of contin-
uous variables in order to perform a chi-square test as would be possible in the confiden-
tialised input approach but will enable a chi-square test for two pre-specified categorical
variables.

6 Regression analysis

In this section, we compare the results of conducting a linear regression analysis on the
Sugar Farms data under the different approaches discussed in this paper. We are interested
in modelling receipts as the response variable, with explanatory variables region, area,
harvest and costs. Since profit is a derived variable calculated as the difference between
receipts and costs, we omit it from the model to avoid collinearity. The exploratory data
analysis conducted suggests that it may be appropriate to transform the variables receipts,
harvest and costs using the log function, so our model has log(receipts) as response, with
region, area, log(harvest) and log(costs) as explanatory variables.

We note that area can be included directly as a continuous variable in the confidentialised
output and unconfidentialised regression models. In the confidentialised input regression,
we include area as a continuous variable with a scale of 1-6. We note that the confiden-
tialised output approach implements a robust regression method to minimise the impact
of dataset outliers such as large farms.

The following sections show the regression results and provide a discussion.
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6.1 Summary results

 Confidentialised
Input 

Confidentialised 
Output 

Un-
confidentialised 

Intercept 
  p-value 
 significance 

3.627253 
< 2e-16 

*** 

3.06 
 

*** 

2.7060226 
< 2e-16 

*** 
Factor(region)2
  p-value 
  significance 

0.192557 
2.97e-15 

*** 

0.205 
 

*** 

0.1814301 
< 2e-16 

*** 
Factor(region)3
  p-value 
  significance 

0.187611 
< 2e-16 

*** 

0.244 
 

*** 

0.2390758 
< 2e-16 

*** 
Factor(region)4
  p-value 
 significance 

0.091021 
1.91e-7 

*** 

0.117 
 

*** 

0.1184681 
< 2e-16 

*** 
area 
  p-value 
  significance 

0.031205 
4.81e-6 

*** 

0.0004 
 

0.0000792 
0.773 

 
harvest 
  p-value 
  significance 

0. 831541 
< 2e-16 

*** 

0.883 
 

*** 

0.8655644 
< 2e-16 

*** 
costs 
  p-value 
  signficance 

0. 063136 
0.0147 

* 

0.0823 
 

*** 

0.1309820 
4.05e-8 

*** 
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 

Figure 18: Comparison of coefficient estimates and significance levels for linear regression
of log(receipts) dependent on region, area, log(harvest) and log(costs) under the confiden-
tialised input, confidentialised output and unconfidentialised approaches

The most important difference between the results in Figure 18 is that the confidentialised
input approach incorrectly concludes that area is a significant explanatory variable, and
underestimates the significance of costs by two significance levels. In contrast, the confi-
dentialised output significance levels are all correct. It is possible that this impact is partly
or entirely due to the discretization of the variable area. However as this is part of the
input confidentialisation process we do not need to distinguish the source of the incorrect
conclusion.

Overall, the parameter estimates for the confidentialised output approach are more similar
to the original model and therefore we are able to provide a more accurate interpretation
of the effects of the explanatory variables on the response variable receipts.
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6.2 Overall goodness-of-fit statistics

 
Confidentialised 
Input 

Confidentialised 
Output 

Un-
confidentialised 

Residual standard error 
  degrees of freedom 

0.1151 
326 

0.08 
314 

0.09024 
331 

Multiple R squared 0.9554 0.97 0.974 

Adjusted R squared 0.9546 0.97 0.9735 

F-statistic 
  degrees of freedom 
  p-value 
  significance 

1164 
6 and 326 
< 2.2e-16 

*** 

2100 
6 and 331 

- 
*** 

2067 
6 and 331 
< 2.2e-16 

*** 
Significance codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 

Figure 19: Comparison of goodness of fit statistis for linear regression of log(receipts) de-
pendent on region, area, log(harvest) and log(costs) under the confidentialised input, con-
fidentialised output and unconfidentialised approaches

From Figure 19, the residual standard error is greater for the confidentialised input regres-
sion than for the confidentialised output and unconfidentialised regressions. Because the
residual standard error is the square root of the sum of the squares of the difference be-
tween the observed and predicted values divided by the degrees of freedom, this means
that the confidentialised input predicted values will be further from the observed values
than the confidentialised output and unconfidentialised predicted values. The difference
in residual standard error and degrees of freedom between the confidentialised output and
unconfidentialised results is due to the robust regression procedure implemented.

The R squared and adjusted R squared are smaller for the confidentialised input regres-
sion than for the unconfidentialised regression. The confidentialised output R squared and
adjusted R squared values are the rounded unconfidentialised values.

The F statistic is smaller for the confidentialised input regression than for the unconfi-
dentialised regression. but the significance level is correct. The confidentialised output R
squared values are the rounded unconfidentialised values.
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6.3 Model diagnostics
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(b) Normal Q-Q Plot of Residuals

Figure 20: Diagnostics for linear regression of log(receipts) dependent on region, area,
log(harvest) and log(costs) in the confidentialised Sugar Farms data
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Figure 21: Confidentialised diagnostics for linear regression of log(receipts) dependent on
region, area, log(harvest) and log(costs) in the original Sugar Farms data. The symbol ∗ ∗ ∗
is used in a figure to indicate that outliers have been removed for plotting.
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(b) Normal Q-Q Plot of Residuals

Figure 22: Unconfidentialised diagnostics for linear regression of log(receipts) dependent
on region, area, log(harvest) and log(costs)

The confidentialised input residual scatterplot in Figure 20(a) shows a compressed spread
for higher fitted values in comparison with the unconfidentialised scatterplot in Figure
22(a). The lower fitted values show an increased spread, and the residuals are also slightly
more spread for both higher and lower values. The confidentialised output plot provides
side-by-side box plots as in Figure 21(b). Both the fitted values and the residuals are com-
pressed to a smaller scale than the unconfidentialised plot in Figure 22(a). The box plots in
the confidentialised output plot provide more detailed information about the distribution
of the residuals. For example the wave-like behaviour above and below the zero value ex-
hibited by the median values of the box plots is not apparent in either residual scatter plot.
It is possible that a meaningful pattern not visible in a residual scatter plot may be revealed
in such residual box plots.

The two normal Q-Q plots in Figures 21(b) and 22(b) comparing the distribution of model
residuals with the normal distribution give similar information, even though the confiden-
tialised output plot has been smoothed and plot outliers have been removed. The normal
Q-Q plot under the confidentialised input approach, Figure 20(b), does not accurately show
the features present in the tails of the distribution.

In all cases it is necessary to look carefully at the plot scales. There are differences in the
scales, due to the removal of large farms in the confidentialised input plots and the removal
of plot outliers in the confidentialised output plots. There is a general compression of plot
scales in the confidentialised input and confidentialised output plots in comparison with
the unconfidentialised plots.

7 Discussion and conclusions

In this paper we explored the statistical disclosure control (confidentialised input) approach
and the remote analysis (confidentialised output) approach to data confidentiality, in the con-
text of protecting the confidentiality of business data in statistical analysis. In particu-
lar, we discussed a detailed example enabling a side-by-side comparison of the outputs
of exploratory data analysis and linear regression analysis conducted on the Sugar Farms
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dataset under these two approaches, and provided traditional unconfidentialised results as
a standard for comparison. The paper therefore contributes to developing an understand-
ing of the potential use of remote analysis in addressing the balance between microdata
access and confidentiality protection, in the context of business data.

The main relevant features of the confidentialised input procedure, and their main conse-
quences, are:

• The deletion of large farms at the beginning of the process, as in the ABS method
of releasing data only for small or medium businesses. This means that the confi-
dentialised dataset models the properties of the original data minus the large farms,
resulting in similar medians but reduced means and variances in the confidentialised
dataset.

• The categorisation of area into six groups to reduce identity disclosure risk.

– In exploratory data analysis, this leads to a significant deterioration in the infor-
mation made available to the analyst.

– In regression analysis, there is a real risk of incorrect conclusions regarding sign-
ficance of variables, as was seen in our example.

The main relevant feature of the confidentialised output procedure, and its main conse-
quence, is:

• The smoothing and trimming of displayed results. This means that the information
presented to the analyst does not exactly correspond to the analysis as it was carried
out. For example, the removal of outlying points from residual plots is indicated with
three asterisks on the plot. The analyst will therefore know that the model has out-
lying residual values, but will have no information about their magnitude or impact.
Another example is restricting Chi-Square tests to only pairs of categorical variables.

A major difference between the two approaches is that in the confidentialised input ap-
proach the five largest farms were deleted before the analyses were conducted. In contrast,
in the confidentialised output approach the five largest farms were included in the anal-
yses, however the display of results under this approach were confidentialised to remove
outlying points, and indicate this removal with three asterisks. The main consequences of
this difference are:

• The two approaches may display results with different groups of farms removed. The
analyst is alerted to the removal of large farms in the confidentialised input approach,
and plot outliers in the confidentialised output approach.

– In exploratory data analysis there is minimal or no data processing, so the five
largest farms deleted under the confidentialised input approach are likely to be
not shown in the confidentialised output approach, although their presence is
indicated by three asterisks at the top of the plot. We found this to be true,
though the confidentialised output approach often deleted additional outlying
farms.

– In regression analysis there is significant data processing, and in fact robust re-
gression methods are used to reduce the influence of outliers through down-
weighting them. The outliers in the confidentialised output approach, are likely
to include the large farms but may also include other farms that were deter-
mined to be influential by the model.
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• Plots produced under the two approaches may have significantly different scales. The
removal of large farms in the confidentialised input approach and the removal of plot
outliers in the confidentialised output approach may both result in a compression of
the plot scales in comparison with the unconfidentialised results. It is not guaranteed
that the amount of compression in each case is the same. We remark that putting the
two plots on the same scale would reveal information about the magnitude of the
outliers including large farms.

• The confidentialised input approach may underestimate dataset correlations, because
large farms typically contribute more to the correlation in the dataset.

• The overall goodness-of-fit measures would be expected to be more accurate under
the confidentialised output approach than the confidentialised input approach.

The comparison provided in this paper is only for one specific SDC approach and one
dataset, leaving open the possibility that there might be alternatives that provide higher
data utility for the illustrative utility evaluations on the dataset given in the paper. How-
ever, we have minimised this possibility by using a dataset which has the common char-
acteristics of business data, and by modelling the confidentialised input approach on pub-
lished descriptions of the current practices at the Australian Bureau of Statistics and state-
of-the-art perturbation methods that ensure statistical properties.

In general, the confidentialised input approach to protecting business microdata involves
creating highly noisy variable values (including synthetic values) and recoding many vari-
ables, which leads to significant information loss. There are certainly advantages and dis-
advantages in the remote analysis approach and it is unlikely that remote analysis will
replace statistical disclosure control methods in all applications. If the disadvantages are
judged too serious in a given situation, the analyst may have to seek access to the uncon-
fidentialised dataset. However, our example supports the conclusion that the advantages
may outweigh the disadvantages in some cases, including for some analyses of unconfi-
dentialised business data, provided the analyst is aware of the output confidentialisation
methods and their potential impact. For example, we believe that the remote analysis sys-
tem provides analysts with a good way of developing their research strategies and obtain-
ing preliminary indicative results prior to gaining full access to licensed detailed data in
an on-site data laboratory. It may also be suitable for the general public interested in some
simple statistics.
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