TRANSACTIONS ON DATA PRIVACY 5 (2012) 433-467

A Knowledge Model Sharing Based Ap-
proach to Privacy-Preserving Data Mining

Hongwei Tian, Weining Zhang, Shouhuai Xu and Patrick Sharkey
Department of Computer Science, University of Texas at San Antonio
{htian, wzhang, shxu, psharkey}@cs.utsa.edu

Abstract. Privacy-preserving data mining (PPDM) is an important problem and is currently studied
in three approaches: the cryptographic approach, the data publishing, and the model publishing.
However, each of these approaches has some problems. The cryptographic approach does not protect
privacy of learned knowledge models and may have performance and scalability issues. The data
publishing, although is popular, may suffer from too much utility loss for certain types of data mining
applications. The model publishing is lacking of efficient algorithms for practical use in a multiple
data source environment.

In this paper, we present a knowledge model sharing based approach which learns a global knowl-
edge model from pseudo-data generated according to anonymized knowledge models published by
local data sources. Specifically, for the anonymization of knowledge models, we present two privacy
measures for decision trees and an algorithm that obtains an anonymized decision tree by tree prun-
ing. For the pseudo-data generation, we present an algorithm that generates useful pseudo-data from
decision trees. We empirically study our method by comparing it with several PPDM methods that
utilize existing techniques, including three methods that publish anonymized-data, one method that
learns anonymized decision trees directly from the original-data, and one method that uses ensemble
classification. Our results show that in both single data source and multiple data source environ-
ments and for several different datasets, predictive models, and utility measures, our method can
obtain significantly better predictive models (especially, decision trees) than the other methods.

Keywords. privacy-preserving data mining, knowledge model sharing, pseudo-data generation, ¢-
diversity, decision tree pruning

1 Introduction

A huge amount of data has been collected by organizations of all kinds. Many applications
in areas such as healthcare, medical science, financial services, e-commerce, and national
security can benefit from useful patterns in the data. Data mining techniques provide pow-
erful tools to extract such patterns from the data. However, since the data can contain
sensitive personal information, organizations are prohibited by law from releasing the raw

*Some preliminary result of this paper was published at a workshop [1].
This work was supported in part by NSF research grant 11S-0524612.
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data. Several approaches have been developed to perform the so called privacy-preserving
data mining (PPDM).

One approach is to have data sources execute specially designed cryptographic data min-
ing algorithms [2, 3]. This approach guarantees the privacy during the mining process and
produces accurate global knowledge models. However, it does not concern with privacy
disclosure caused by the learned knowledge models [4]. In addition, it requires new algo-
rithms for each data mining task for which conventional algorithms are already available.
It also has certain performance and scalability issues.

Another approach is to publish anonymized-data [5, 6, 7, 8, 9, 10, 11, 12]. In this ap-
proach, privacy is protected by altering the original-data. For example, a perturbation [5]
can change the original-data by introducing random noise or by random data replacement,
and a generalization [10] can change the original-data by replacing specific values with se-
mantically more general values. The anonymization is based on some privacy measures,
such as k-anonymity [10] or ¢-diversity [11]. Due to the intuitiveness of these privacy mea-
sures, data publishing has been extensively studied as practical solutions for PPDM and
resulted in many efficient and scalable methods. Since the anonymized-data can be used
by conventional data mining algorithms to learn various kind of knowledge models, this
approach is flexible and general. However, the anonymized-data may have low utility for
certain types of data mining applications.

A third approach is to publish some models of the original-data, such as (some statistics
of) a set of clusters [13] or contingency tables [14], that satisfy a given privacy require-
ment, such as k-anonymity or differential privacy [15]. The motivation is twofold. On the
one hand, since these models are more abstract than data, they can help to further reduce
the risk of privacy disclosure. On the other hand, since these models fit well with online
analytic processing (OLAP) and aggregate queries, they result in better utility for these
applications. Although promising, this approach currently lacks efficient algorithms for
practical use.

A more practical alternative is to publish anonymized knowledge models, such as k-
anonymity decision trees [16]. It has been shown in [16] that an anonymized decision tree
may be obtained more efficiently than anonymized-data and that the published decision
trees can have a better quality than those learned from the anonymized-data. However,
there are two drawbacks of this method. First, to learn an anonymized knowledge model
directly from the original-data requires the re-design of data mining algorithms and it is
difficult to balance privacy and utility within these algorithms. Second, this method works
only for a single data source. Although an ensemble method, such as bagging [17], may
be used to obtain a global classifier by aggregating decision trees published by multiple
data sources, it is not yet clear how such an aggregation can be applied to other types of
knowledge models.

In this paper, we propose a knowledge model sharing based approach to PPDM, in which
a global knowledge model is learned from anonymized knowledge models published by
local data sources. To obtain anonymized knowledge models, data sources learn knowl-
edge models using conventional algorithms and modify the learned model to satisfy certain
anonymity requirements. To obtain global knowledge models, the published local knowl-
edge models are used to generate pseudo-data and conventional data mining algorithms
are then applied on the pseudo-data.

It is worth mentioning that although it is possible for a local data source to publish the
pseudo-data generated using our method, we do not recommend it over the publishing of
the local knowledge model for two reasons. First, the local knowledge model is anonymized
before publishing to protect privacy, but due to the nature of the pseudo-data generation,
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it is not guaranteed that the pseudo-data generated from the anonymized local knowledge
model would also satisfy the same anonymity requirement. Thus it may not be safe to
publish the pseudo-data. However, it causes no privacy concern if the pseudo-data is gen-
erated by the data miner or the adversary. Secondly, publishing a local knowledge model
may provide a better service to users who are interested in the knowledge model learned
from a single data source, because the same knowledge model may not always be obtained
from the published pseudo-data.

1.1

Our Contributions

Specifically, we make the following contributions.

1.

We present a framework in which each data source publishes an anonymized knowl-
edge model, and a closely related global knowledge model is learned from the pseudo-
data generated from the published local knowledge models. The two challenging is-
sues of this framework are the privacy of knowledge models and the generation of
high-quality pseudo-data.

For the privacy of knowledge models, we propose two privacy measures for decision
trees assuming the class labels represent sensitive information. Both measures, the
k-anonymity and the ¢-diversity, are adapted from data publishing. To the best of our
knowledge, this is the first attempt to measure the privacy of a knowledge model.

. We present an algorithm that obtains an anonymized decision tree by pruning the

tree to satisfy a given anonymity requirement. This technique can be viewed as a
special type of generalization that preserves important patterns in the original-data.
Compared to the method that learns anonymized decision trees directly from the
original-data, such as [16], our method can preserve more crucial paths of the decision
tree, therefore results in better utility.

For pseudo-data generation, we present an efficient heuristic algorithm which uses
the paths of the decision tree as templates to generate pseudo tuples. This method
can be easily extended to generate pseudo-data from disjoint classification rules. The
pseudo-data produced by this algorithm is better than those generated from ran-
dom sampling or contingency tables because the paths in decision trees emphasize
the most important patterns in the original-data that are critical for learning a good-
quality global knowledge model.

We empirically study our method by comparing it with several PPDM methods that
utilize existing techniques. These include three methods that publish anonymized-
data, one method that learns anonymized decision trees directly from the original-
data, and one method that uses ensemble classification. For tree pruning, we compare
predictive models learned from pseudo-data, which is generated from the pruned
tree, with those learned from the original-data or from the anonymized-data. We
also compare the pseudo-data directly with the anonymized-data. For pseudo-data
generation, we compare predictive models learned from the pseudo-data with those
learned directly from the original-data, and also with those obtained by the ensemble
method. In addition to decision trees, we also consider Naive Bayes classifiers and
conjunctive rules, as global predictive models. Our results show that in both single
data source and multiple data source environments and for several different datasets,
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Figure 1: A framework of knowledge model sharing approach to PPDM. Individual data
source publishes an anonymized knowledge model learned from its local original-data.
The data miner generates pseudo-data from published knowledge models and learn a
global knowledge model from the pseudo-data. The goal is for the global knowledge model
to have a quality as high as the base global knowledge model.

predictive models, and utility measures, our method can obtain significantly better
predictive models (especially for decision trees) than the other methods.

1.2 Roadmap

The rest of this paper is organized as follows. In Section 2, we present a framework of
the new PPDM approach. In Section 3, we present privacy measures for decision tree. In
Section 4, we present an algorithm that prunes a decision tree to satisfy a given anonymity
requirement. In Section 5, we define the problem of pseudo-data generation from a de-
cision tree and present a path-based pseudo-data generation algorithm. In Section 6, we
review several techniques that may provide alternative implementation to several parts of
the framework. In Section 7, we present results of our empirical study. In Section 8, we
discuss related work. We draw conclusions and present future work in Section 9.

2 A Framework of Knowledge Model Sharing

Figure 1 shows a framework of the knowledge model sharing based approach of PPDM. It
involves several types of data and knowledge-models and has two major components.

2.1 Types of Data and Knowledge-Models

There are following types of data and knowledge models at the local and the global levels
of this framework.

1. Local data. A data source may have three types of local data, namely, local original-
data, which is the private data at the data source, local anonymized-data, which is
the anonymized-data published by a data source, and local pseudo-data, which is a
pseudo-data generated from a knowledge model published by the data source.
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Figure 2: Example decision tree that discloses privacy

2. Local knowledge models. There are two types of local knowledge models, both
are learned from the local original-data. A local original knowledge model is learned
from the local original-data using a conventional data mining algorithm. An lo-
cal anonymized knowledge model is either learned from the local original-data using a
special privacy-preserving data mining algorithm or obtained from an local original
knowledge model by a privacy-preserving alteration method.

3. Global data. A global data is an integration (or aggregation) of local data. There are
two types of global data, namely, the global original-data, which is the integration of
local original-data, and the global pseudo-data, which is the integration of local pseudo-
data. In the knowledge model sharing framework, the global original-data does not
exist physically since data sources are not allowed to disclose their local original-data.
However, it exists conceptually and can be used to define and to measure the utility
of PPDM methods. The global pseudo-data is used by the data miner to perform data
mining.

4. Global knowledge models. A global knowledge model is learned from a global data.
The base global knowledge model is learned from the global original-data using a con-
ventional data mining algorithm. Again, base global knowledge models do not phys-
ically exist in the framework, but is important and useful in defining and measuring
the quality of data mining results. The learned global knowledge model is obtained from
the global pseudo-data and is the output of the framework.

2.2 Components of the Framework

The two components of the framework deal respectively with the publishing of local knowl-
edge models and the mining of pseudo-data.

2.2.1 Publishing Local Knowledge Models

In this component, each data source publishes a local knowledge model of the same or a
similar type as required by a given data mining task. The published knowledge model
must not only capture the characteristic of the local original-data but also protect privacy.
This is challenging because knowledge models learned from the local original-data may
disclose private information.
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Example 1. Suppose the decision tree in Figure 2 is published and all training tuples in a
leaf node belong to the same class. If the Disease is a sensitive information and a target
person is known to be an old man, the adversary can use the decision tree to classify the
target person and know with a high certainty that the target person has Diabetes. On the
other hand, if the Income is sensitive and a target person is known to be a woman having a
Breast Cancer, the adversary can match the information to the leftmost path of the tree and
know with a high probability that this person has a high income.

To effectively implement this component, we must define appropriate privacy measures
for various types of knowledge models and develop effective methods to obtain knowledge
models that satisfy given privacy requirements.

2.2.2 Mining Pseudo-Data

This component allows a data miner to generate a set of pseudo-data, one from each pub-
lished privacy-preserving knowledge model, combine these local pseudo-data into a global
pseudo-data, and learn a global knowledge model using conventional data mining algo-
rithms. The goal is to allow the data miner to learn any type of knowledge model from the
global pseudo-data.

A challenge is to generate high-quality pseudo-data for different data mining tasks. To ef-
fectively implement this component, we need to define task-specific utility measures for
pseudo-data and design effective and efficient algorithms to generate pseudo-data that
minimizes the utility loss.

3 Privacy Measure for Decision Trees

We consider decision trees in which the class attribute! contains sensitive information. One
way to measure the privacy of decision trees is to adapt the k-anonymity and /-diversity
measures of data tables for decision trees.

3.1 k-anonymity and /-diversity for Data

For tabular data publishing, each tuple represents a person and the attributes of a table are
partitioned into three types: personal identity (PI), quasi-identifier (QI), and sensitive attribute
(SA), where PI uniquely identifies individuals, SA contains the private information, and
QI does not reveal personal identity by itself but can reveal the identity of some persons
if combined with some publicly available data. When data is published, it is not sufficient
to just remove PI, because of the linking attack whereby the adversary uses the QI and the
public data to link a target person to a specific SA value.

A common technique to prevent a linking attack is the generalization [11, 18, 19, 20, 21,
22,23, 24, 25,26, 27], which alters QI values according to some taxonomy or generalization
hierarchy. The basic idea is to replace (recode or generalize) specific QI values by more
general values in the given taxonomies. As a result, tuples that are distinct in the private
table become indistinguishable in the anonymized table and the anonymized table can
be partitioned into equivalence classes (ECs), where each EC contains tuples that have the
same QI value. A privacy measure of the anonymized table is the notion of k-anonymity
[20, 22, 24].

1We assume there is only one sensitive attribute.
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Figure 3: A sample decision tree with leaf labeled by (class label, hit count, miss count)

Definition 2. (k-anonymity [20]) A table satisfies k-anonymity if every EC in the table
contains at least & tuples.

The k-anonymity prevents the linking attack by making each individual indistinguishable
from at least k£ — 1 other individuals in the anonymized table. Nevertheless, it does not
prevent homogeneity attack whereby the adversary applies some background knowledge
about SA values to identify SA value of a target person. For example, if the EC of a target
person contains only one SA value, the adversary can infer the SA value of the target person
even if the EC contains k or more tuples. To prevent homogeneity attack, the notion of ¢-
diversity was proposed in [11], which requires SA values in each EC to be well-represented.
Widely accepted measures of the well-representedness include the recursive (c, ¢)-diversity
[11] and simple ¢-diversity [18, 23].

Definition 3. (¢-diversity [11, 18]) A table satisfies the recursive (c, £)-diversity (resp. simple
(-diversity) if for each equivalence class E, fi < ¢ x Z:ie fi (resp. f1 <1/¢), where f; is the
frequency of the i*" most frequent SA value in E, m is the number of distinct SA values in
E, and ¢ > 1 is an integer constant.

Intuitively, the ¢-diversity requires that there are at least ¢ distinct SA values in an EC. It
also limits the frequency of the most frequent SA value in the EC, therefore, the frequency
of any other SA value is also limited. Thus, it prevents the distribution of SA values from
being very skewed. For recursive (c, £)-diversity, it restricts the difference between f; and
the sum of the frequency of SA values except the first {—1 most frequent ones. It is not good
if f; is too large or ZZ’; ¢ Ji is too small. For simple ¢-diversity, it restricts that f; should not
be greater than an absolute constant 1/¢.

3.2 Information Contained in a Decision Tree

A decision tree consists of labeled nodes and edges (see an example in Figure 3). As a
predictive mode, it can classify unseen tuples by matching the attribute values of a tuple
to the edge labels of a path in the decision tree, starting at the root. The class label in the
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leaf node at the end of the path predicts the class of the tuple. A decision tree is also a
descriptive model that describes properties of the training data tuples. This provides the
basis for generating pseudo-data that preserve important properties of the local original-
data.

In the following, we formalize the information typically found in a decision tree, which
significantly affects the privacy.

Definition 4. (Edge Label) An edge label is a predicate of the form A = a, where A is
an attribute and a is either a set of values (if A is categorical) or a set of intervals (if A is
numeric)?. The labels of outgoing edges of a node have the same attribute and their values
form a partition of the domain of the attribute.

Definition 5. (Node Information) The label of a node is of the form (class, hit, miss), where
class is the label of the majority (or plurality) class among training tuples in the node; hit is
the number® of training tuples of the majority class; and miss is the number of misclassified
training tuples (of some non-majority class).

Example 6. In Figure 3, the label of node d indicates that there are 12 tuple in d, 5 of them
belong to the major class Sz, the remaining 7 are misclassified.

Definition 7. (Path Information) The label of a root-to-leaf path is a set which for each
attribute A appearing in the path contains a unique edge label A = a where « is the set of
the most specific values of A in the entire path. The information of a path includes the node
information of its leaf and the information in the path label.

Notice that although a categorical attribute can appear in at most one edge label in a path,
a numeric attribute may appear in multiple edge labels. However, in this case, the values
in these edge labels will be nested intervals. The smallest among these intervals is the one
included in the path label.

In the remaining of this paper, we use v.a to denote information a (such as class, hit, or
miss) of a node v, label(p) the label of path p, attr(p) the set of attributes in path label of p,
and value(A, p) the set of values of an attribute A € attr(p).

Example 8. In the leftmost path p in Figure 3, the leaf node is d, thus information of p
contains p.class = d.class = So, p.hit = d.hit = 5, and p.miss = d.miss = 7. It also has the
label label(p) = (A = {a1} A B = {b1,b2}). Thus attr(p) = {A, B}, value(A,p) = {a1} and
value(B,p) = {b1,b2}.

To predict the class of an unseen tuple ¢, we simply match the attributes of ¢ to the edge
labels of paths. If there is a path p such that t[A] € wvalue(A,p) for every attribute A in
attr(p), t belongs to class p.class.

3.3 k-anonymity and (-diversity for Decision Trees

Paths of a decision tree form a partition of the training tuples in the same way that QI
equivalence classes form a partition of an anonymized table. Indeed, decision tree learning
algorithms partition training tuples at each tree node according to values in a split attribute.

2This decision tree may have been pruned to preserve privacy, causing edge labels to contain a set of values
(or intervals).

3To ease the presentation, we consider only the actual counts. It is straightforward to extend this to relative
frequencies.
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Figure 4: Examples of constructing class distribution for Equation 1. The X-axis is a list of
classes. Except p.class, other classes are randomly ordered. The Y-axis is the number of
tuples in a class. The p.miss misclassified tuples will be distributed to at least ¢ — 1 classes.

Therefore, tuples in a leaf node will have the same values in (the split) attributes encoun-
tered along the path. Based on this observation, we adapt privacy measures of data tables
to measure the privacy for decision trees.

Definition 9. (decision tree k-anonymity) A decision tree satisfies the k-anonymity if p.hit+
p.miss > k for each path p of the decision tree.

Example 10. The decision tree in Figure 5 satisfies 3-anonymity.

Definition 11. (decision tree (c, £)-diversity) A decision tree satisfies (¢, ¢)-diversity if every
path p satisfies p.miss > ¢ — 1, p.hit < ¢ X p.tail and

1, if 0<q</¢—2andp.hit > 1;
p.tail =< p.miss — (£ — 2) X p.hit, if ¢ > ¢ — 2 and p.hit > 1; 1)
p.miss — (£ —2), if p.miss > ¢ — land p.hit = 1

where ¢ = [p.miss — (£ — 1)]/(p.hit — 1).

Intuitively, at the leaf node of path p, p.hit tuples belong to the majority class p.class and
p.miss tuples belong to other classes (regarded as misclassified). Notice that p.miss > ¢ —1
is a necessary condition (not sufficient condition) for ¢-diversity. It guarantees to have at
least ¢ different classes. In Definition 11, the frequency of the most frequent class, p.hit,
should also be restricted to avoid the skew distribution as required by Definition 3. Notice
that the condition p.hit < ¢ x p.tail is obtained directly from the condition of recursive
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Figure 5: An example of published decision trees

(¢, €)-diversity in Definition 3 with f; = p.hit/(p.hit+p.miss)and >\, f; = p.tail /(p.hit+
D.MISS).

The diversity of a path must be measured according to the class distribution of the p.miss
misclassified tuples. Since this information is not given in the leaf node of the path, Defini-
tion 11 assumes a highly skew distribution* that has

1. atleast £ — 1 non-empty non-majority classes; and
2. the maximum number of non-majority classes that contains p.hit misclassified tuples.

For any path, this class distribution can be obtained as follows. First, randomly select £ — 1
non-majority classes. Then, assign one misclassified tuple to each of these classes (so that
they are not empty). This step guarantees that there are at least ¢ classes and the result
is illustrated in Figure 4a. The number of remaining unassigned misclassified tuples is
p.miss — (£ — 1), which is the numerator of ¢ in Equation 1.

Next, for each non-majority class, assign to it another p.hit — 1 misclassified tuples as long
as there are more left. If in the end all £ — 1 non-majority classes have p.hit tuples and there
are still unassigned misclassified tuples, assign them evenly to non-majority classes that are
still empty. The results after this step correspond to the three cases in Equation 1. Figure
4b shows the first case that there is no misclassified tuple left after they are assigned to the
first ¢ — 2 non-majority classes, thus the p.tail only contains the number of tuples in the
¢ most frequent class, i.e., the (¢ — 1) non-majority class. Obviously, this non-majority
class has the only tuple assigned in the first step. Figure 4c shows the second case that all
the first £ — 2 non-majority classes have been assigned p.hit tuples (1 tuple from Step 1 and
p.hit — 1 tuples from Step 2), thus p.tail includes the number of all the misclassified tuples
except those assigned into the first £ — 2 non-majority classes. Figure 4d shows a third and
trivial case that each of the first £ — 1 non-majority classes has p.hit = 1 tuple after the first
step. This case is not included into the second case because of the constraint on g¢.

“We do not assume a uniform distribution because it makes (c, £)-diversity much easy to satisfy, therefore,
weakens the privacy.
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Example 12. In Figure 5, the decision tree does not satisfy the (3, 3)-diversity because none
of the paths from the root to leaf nodes d, ¢, g, and o satisfies the requirement. Notice
that paths from the root to leaf nodes k, I, m, n, i, and p have already satisfied the privacy
requirement.

For instance, the path A = a; A B = b, A D < dj satisfies (3, 3)-diversity because its class
distribution is < 2,2,2,1 >. In the procedure to obtain the class distribution, { — 1 = 2
non-majority classes are randomly selected and one tuple is assigned to each of the two
non-majority classes. Since there are sufficient misclassified tuples left, p.hit — 1 = 1 tuple
is assigned to each of the two non-majority classes. Since there is still one misclassified
tuple left, it is assigned to a non-majority classes newly randomly selected. In this case,
p.tail is 3 (the second case in Equation 1). Also, the path A = a; AB = b3 AC = 1
satisfies the (3, 3)-diversity since the class distribution is < 2,1,1 >, that is, two tuples in
the majority class S5 and one tuple in each of the two non-majority classes. In this case,
p.tail = 1 (the first case in Equation 1).

The path A = a3 A B = by does not satisfy the (3, 3)-diversity because of p.miss = 0 <
¢ —1 = 2. The path A = a; A B = by also does not satisfy the (3, 3)-diversity because its
class distribution is < 5,3,1 > and its tail is 1 (the first case in Equation 1), thus, p.hit =
5 > ¢ X p.tail = 3.

Definition 13. (Decision Tree simple /-diversity) A decision tree satisfies the simple ¢-
diversity if every path p satisfies p.miss > ¢ — 1 and p.hit < (p.hit + p.miss)/L.

Intuitively, Definition 13 is adapted from the simple ¢-diversity in Definition 3, thus the
frequency of the most frequent class p.hit/(p.hit + p.miss) should not be greater than 1/¢.

Example 14. In the decision tree in Figure 5, the path A = a; A B = b4 satisfies simple
2-diversity, and the path A = as A C' = ¢; satisfies simple 3-diversity.

In the following sections, we only use the ¢-diversity measures for decision tree publish-
ing.

4 Anonymize Decision Trees By Pruning

Given an anonymity requirement, a data source may produce an anonymized decision tree
by learning an ordinary decision tree and pruning it to satisfy the anonymity requirement.
In this section, we present a tree pruning algorithm.

If a path in the decision tree does not satisfy a given anonymity requirement, we can trim
it to improve the privacy (due to the change of information in the resulting path). The
pruning can also reduce the classification accuracy of the tree. Since it is very difficult
to obtain an optimal tree pruning (with a minimum loss of classification accuracy), we
present an anonymity-guided tree pruning (ATP) algorithm (see Figure 6) based on several
heuristics.

One heuristic is to trim paths at nodes that are as close to leaf nodes as possible. The idea
is to preserve the paths to the maximum degree. Using this heuristic, the ATP algorithm
prunes the tree in a bottom-up level traversal (lines 4-13) starting at the level next to the
bottom of the tree.

A simple way to prune a path is to remove the entire subtree at a chosen non-leaf node.
This method may cause too much loss of utility. Therefore, ATP merges a few subtrees
below that non-leaf node. Specifically, if a path does not satisfy the anonymity requirement,
ATP will merge its leaf-node with some siblings of the leaf node (line 8). This merge will
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Algorithm Anonymity-guided Tree Pruning (ATP)
Input: a decision tree 7" and an anonymity requirement
Output: an altered T that satisfies «
Method:
for each node v in the depth-first traversal of T
if v is a leaf node then test v against o;
else compute v.hit, v.miss and v.class;
go to the level next to the maximum level of T';
while 7" has more than two nodes and not all leaf nodes pass the test do
for each non-leaf node v at the current level do
while v has more than one child and some of them failed the test do
merge a failed child with some siblings;
test the resulted node against «;
10.  if v has a single child then
11. replace v by the child;
12.  else mark v pass;
13.  move up into the next level;
14. if T has more than two nodes return T, else return an empty tree;

OO NNUTE LN

Figure 6: Anonymity-guided Tree Pruning Algorithm

replace the subtrees rooted at these nodes by a new leaf-node introduced as a new child
of the non-leaf node. The node information of the new leaf node will be obtained from
the subtrees it replaces. If the new leaf node is the only child of the non-leaf node, it will
also replace the non-leaf node (line 11). The heuristics used by ATP for selecting siblings to
merge are given in Section 4.2.

To determine the nodes to be merged, each node is tested against the anonymity require-
ment a: a leaf node is tested during a depth-first traversal (lines 1-3) and a non-leaf node
is tested during the bottom-up level traversal. A leaf node passes the test if it satisfies .
A non-leaf node passes the test if all of its children pass the test. To prepare for possi-
ble merges, node information is calculated for non-leaf nodes by propagating information
from leaf nodes in the depth-first traversal. The detail is given in Section 4.1.

Upon termination, the algorithm returns a decision tree satisfying the anonymity require-
ment. This tree either has two or more nodes or is empty (line 14).

The time complexity of this algorithm is O(|V| + |E|), where V and E are the sets of
nodes and edges in the tree T, respectively. In the following we discuss the details of node
information propagation and the selection of nodes to merge.

4.1 Propagating Node Information

The node information of non-leaf nodes is calculated bottom-up in the depth-first traversal.
Assume that a non-leaf node v has k children {u4, ..., u;} and there are a total of m classes
{c1,...,¢m}. To determine the majority class at v, we need to know the number of tuples in
each class. If the training tuples in the subtree of v are available, we can simply count the
tuples in each class. However, even if training tuples are not given, we can still estimate
the number of tuples for each class.

Intuitively, if the majority class of child node wu; is c;, this child node must contribute
u;.hit tuples to class c¢; in the parent v. If the majority class of u; is not ¢;, the number of
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Figure 7: A snapshot of the decision tree in Figure 5 after the depth-first traversal of ATP
with the privacy requirement of (3, 3)-diversity.

misclassified tuples in class ¢; in u; can be calculated based on a known class distribution
or estimated from the uniform distribution. It is worth pointing out that although it is pos-
sible to keep track of class distribution in a decision tree, doing so would require redesign
of conventional decision tree learning algorithms. On the other hand, to obtain exact class
distribution of a conventional decision tree learned from the local data, one has to re-scan
and partition the local data according to the decision tree. This will incur a heavy over-
head. Thus, in this paper, the number of tuples in class ¢; is estimated from the uniform
distribution as follows.

hite, = Z | ;. hit + %1 Z _ ;. MiSS (2)
u;.class=c;,1<i<k wu;.class#c;, 1<i<k
where u;.miss/(m — 1) is the expected number of misclassified tuples in u, that belongs
to class ¢;. In this way, the estimated counts can propagate from child nodes to the parent
node in the depth-first traversal.
Once the count of each class is obtained, the node information of v can be calculated as

follows.
v.class = ¢ = maxarg,, ;< <, ihite; }

v.hit = [hit,]

v.Miss = Z (ui.hit + u;.miss) — v.hit
1<i<k

®)

Equations (2) and (3) can also be used to compute node information for nodes that result
from merges. In this case, the new node can be viewed as the parent of those nodes being
merged.

Example 15. In Figure 7, leaf nodes k, I, m, n, ¢ and p pass the test for (3, 3)-diversity
according to Definition 11, but leaf nodes d, e, g and o fail the test. Non-leaf nodes are not
tested yet, but their node information have been computed. The total number of classes is
m = 5. Consider node b, which has 5 children d, e, f, g and h. The node information of
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b is computed as follows. According to Equation 2, the portion of tuples of each class is:
hitg, = (d.hit + h.hit) + L= x (e.miss + f.miss + g.miss) = (3+3)+1 x (4+9+8) =
11.25, hits, = 11, hits, = 9.75, hits, = 11, and hitg, = 7. Thus according to equation 3,
b.class = Sy, b.hit = [11.25] = 12, and b.miss = 50 — 12 = 38.

4.2 Selecting Nodes to Merge

During the bottom-up level traversal, if some child of a non-leaf node fails the anonymity
test, one of the failed children will be chosen to merge with some of its siblings. ATP
uses heuristic rules to select siblings, so that their merge with the failed child will not only
improve the privacy, but also preserve the classification accuracy.

Specifically, if one or more child fails the anonymity test, the one having the maximum
hit/(hit 4+ miss) will be selected for merging. Such a node has the weakest protection of
privacy and its pruning is likely to improve the privacy more quickly.

Siblings of the failed child is selected one at a time according to following rules.

o Rule 1: Select a sibling whose merging with the failed child will result in a new leaf
node that satisfies the privacy requirement; else,

e Rule 2: Select a sibling which also fails the anonymity test; else

e Rule 3: Select a sibling which has the minimum hit 4 miss.

These rules are motivated by the desire of preserving the structure of the tree as much as
possible. Intuitively, Rule 1 avoids merging too many siblings if the merging with one
sibling can satisfy the privacy requirement; Rule 2 avoids merging too many siblings by
handling two failed children with one merge; and Rule 3 reduces the impact of a merge
on classification accuracy by selecting the sibling with the fewest tuples. If more than one
node satisfies the same rules, ATP will choose a node according to a priority among the
rules, as illustrated by the following example.

Example 16. Consider the decision tree in Figure 7. Recall that this tree contains node
information calculated after the depth-first traversal and all leaf nodes have been tested
against the (3, 3)-diversity anonymity requirement. There are total of 5 classes. The tree
has 4 levels with the root being in level 1. The level-by-level traversal starts in level 3. The
non-leaf nodes f and h only have pass children, so they are also marked pass. The non-leaf
node j has one fail child, o, which is merged with its only sibling, p, which incidentally
satisfies the heuristic Rule 1. The merge of nodes o and p result in a new node that passes
the anonymity test and is also the only child of j. Thus, node j is replaced by the merged
node.

In the next level, level 2, the non-leaf node b has 5 children among which nodes d, ¢, and g
fail while nodes f and h pass the anonymity test. Since d has the highest hit/(hit +miss) =
3/3 = 1 among failed children, it is chosen to be merged. To find a sibling to merge with
d, all remaining siblings are considered. Among these nodes, ¢, f and g satisfy Rule 1. In
addition, e and g are also fail nodes. Finally, between e and f, node e has smaller hit +miss.
Thus, e is chosen to merge with d, resulting in a new node represented by d, which satisfies
(3, 3)-diversity. Now, the only failed child left is g. The remaining siblings are nodes f, h,
and the new node d. All three of them satisfy Rule 1, but & has the smallest hit 4+ miss.
The merge of g and h gives the new node represented by g, which satisfies (3, 3)-diversity.
At this time, all the leaf nodes in the decision tree pass the anonymity test. The final (3, 3)-
diversified decision tree returned by the algorithm is shown in Figure 3, which is ready for
pseudo-data generation.
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5 Pseudo-data Generation From Decision Trees

In this Section, we focus on the problem of generating pseudo-data from a decision tree. We
assume that (1) original-data tables of different data sources form a horizontal partition®,
that is, they have the same set of attributes; (2) an individual may have tuples at multiple
data sources; (3) personal identifiers are not in published decision trees, thus also not in
any pseudo-data table; and (4) both the local and the global knowledge models are decision
trees.

5.1 Quality of Pseudo-Data

Since the pseudo-data is used for data mining, the quality of the learned knowledge mod-
els can indicate the quality of the pseudo-data. In our framework, there are two levels
of pseudo-data, the global and the local levels. At the global level, the quality of global
pseudo-data may be measured by the quality difference between the learned and the base
global knowledge models. However, such a measure is not practical because it is not al-
lowed to use the original-data to learn the base global knowledge model.

To solve this problem, we measure the quality of pseudo-data at the local level. Intuitively,
a decision tree captures the most significant patterns (of joint distribution) of the training
data and ignore minor patterns. We consider a pseudo-data table to be high-quality if it
preserves the significant patterns that are in the original-data. Since in a multiple data
source scenario, those significant patterns in the global original-data table are also likely to
be significant in one or more local original-data tables, a high-quality global pseudo-data
table is more likely to result from integrating high-quality local pseudo-data tables®. This
intuition leads to the following decision tree pseudo-data generation problem.

Given a decision tree h. Find a pseudo-data table D, so that if A’ is a decision
tree learned from D, the difference between classification accuracy of h and 7/,
measured using a common testing set, is as small as possible.

Notice that there is no difficulty to obtain decision trees i and h’: h is published by the
data source and i’ can be learned from a pseudo-data table. Since h is learned from a local
original-data table, the similarity between i and ' can indicate the similarity between the
local original-data and the local pseudo-data tables.

5.2 Generating Data From Paths

We start with an important property of an optimal pseudo-data table, where the optimum
is due to the identical structure of the decision trees.

Definition 17. Two decision trees h and &' have identical structure if every path of h is a

path of &’ and vice verse.

Proposition 18. Let h be a published decision tree, D be a pseudo-data table generated from h, and
' be a decision tree learned from D. If h and h' have identical structure, then

5In a distributed environment, original-data tables of data sources can form a horizontal, vertical, or hybrid
partition, where tables of a horizontal partition have a common set of attributes and tables of a vertical partition
have different sets of attributes.

5The global pseudo-data table simply contains all the tuples in local pseudo-data tables, since they have the
same set of attributes and no identifiers.
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Figure 8: Pseudo-data generation for one path

1. every tuple in D satisfies exactly one path of h;
2. D contains exactly p.hit + p.miss tuples that satisfy each path p in h.

Proof. Since D is the training set of h’, each tuple of D must satisfy exactly one path of
', therefore, it also satisfies the same path of h because h and A’ have identical structure.
Consequently, the hit and miss counts of each path in i’ report exactly the number of tuples
in D that satisfy the path in //, thus it is also the number of tuples in D which satisfy the
same path in h. O

According to Proposition 18, paths of a published decision tree can be used as templates
to generate pseudo tuples. Each pseudo tuple has the same attributes of the local original-
data table, excluding the identifier. The values in a pseudo tuple can be determined as
follows. If an attribute appears in the path, the value is determined according to the path
label. If the attribute is absent from the path, the value can be determined according to
some heuristics (see Section 5.3).

Example 19. Consider the path p labeled by (A = {a1} AB = {b4, b5}) in Figure 3. This path
defines the template tuple in Figure 8(a). The values of attributes A and B are specified by
the path label. Notice that the value for B is not determined yet, but it must be either b4
or bs. Since attributes C and D are absent from the path, their values are not determined
(indicated by question marks). As for the class attribute, the majority class is S, and the
non-majority classes can include all other values in the domain of the class attribute.

It is difficult to determine the optimal values of a pseudo tuple for attributes that are ab-
sent from the given path. Let us consider a simple case. Assume that a published decision
tree contains s paths, where each path has r edges labeled with distinct attributes and is
responsible of generating k& pseudo tuples. Suppose each tuple has m attributes and each
attribute has exactly K distinct values. Since a pseudo table may contain duplicate tuples,
the k pseudo tuples of a path can be generated independently. Similarly, since paths of
the decision tree partition tuples into disjoint groups, pseudo tuples of different paths can
also be generated independently. Therefore, there are N = ((K™ ")*)* possible pseudo
datasets each satisfies Proposition 18. To find the optimal pseudo dataset by an exhaustive
search can be prohibitively expensive. To the best of our knowledge, there is no efficient
algorithm for finding an optimal pseudo table according to path-defined templates.
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Algorithm Path-based Pseudo-data Generation (PGEN)

Input: A decision tree T’ and a set of attributes A of data

Output: A beg S of labeled tuples in A

Method:

1. S=0;

2. for each path p of T'do

3. for pseudo tuple t to be generated by p do

4. ¢t =anew empty tuple;

5. for each attribute A € A do

6 if A € attr(p) then

7 t[A] = a value selected from value(A, p);

8 else t[A] = a value selected from domain of 4;
t[class] = a class selected based on counts of p;

10. appendtto S;

11. return S;

o<

Figure 9: Path-based Pseudo-data Generation Algorithm

5.3 A Heuristic Algorithm

The generation of a pseudo-data table can be viewed as some reverse engineering of de-
cision tree learning. In decision tree learning, at each tree node, the algorithm chooses
the attribute which if used to split the training data (or tuples) in the node, will lead to
the highest class purity as measured by information gain, Gini-index, or miss-classification
rate. To reverse the process, the pseudo-data generation algorithm needs to guarantee that
non-split attributes in the pseudo-data table have lower class purity than split attributes,
so that if a decision tree learning algorithm is applied to the pseudo-data table, it will select
the same split attributes as it does with the original-data. Thus, one heuristic is to assign
random values to non-split attributes from a uniform distribution. Intuitively, although the
distributions of data in split attributes of the original-data table are unknown, this heuristic
can help minimize the class purity of non-split attributes in the pseudo-data table.

Based on this heuristic, the path-based pseudo-data generation (PGEN) algorithm (in Fig-
ure 9) uses each path of a decision tree to generate a bag of tuples (with possible duplicates).
In line 2, each path is considered independently. The number of tuples to be generated by
a path (line 3) can be determined in several ways. For example, it can be the sum of the
hit and miss counts of the path, or a proportion of a user specified table size. In line 4, an
empty template tuple is created with an unspecified value for each attribute. Subsequently,
each attribute A that appears in the path p is assigned a value uniformly selected from
value(A,p) (line 7). Recall that value(A,p) can contain multiple values for a categorical
attribute and multiple intervals for a numeric attribute (see Section 3.2). Therefore, if A is
categorical, one value is chosen randomly from these specified values. If A is numeric, we
first randomly selected an interval and then select a value within the interval. This value
can be a fixed default value, such as the middle point or an end point of the interval, or
a random value drawn from the interval according to a given distribution (e.g., a uniform
distribution). To each attribute that is absent from the path, we uniformly assign a random
value from its domain (line 8). Finally, in line 9, a class label is assigned by a random draw
according to the hit/miss ratio of the path. If the class should be a non-majority class, one
of the non-majority classes will be randomly assigned to the tuple, according to a known
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or a uniform distribution.
The time complexity of this algorithm is O(|V| + |E| + N), where V and E are the sets of
nodes and edges in the tree T, respectively, and N is the size of pseudo-data table.

Example 20. Figure 8(b) shows the pseudo tuples generated from the same path p in Figure
8(a). Assume there are 3, 10 and 5 distinct values in the domain of C, D and Class, respec-
tively. According to node g, 24 tuples satisfy path p, therefore, 24 pseudo tuples need to be
generated. In these tuples, attribute A always have a4, attribute B is uniformly distributed
between b, and b5, and attributes C' and D are assigned values uniformly randomly chosen
from their respective domains. The classes of these tuples are assigned randomly according
to the hit/miss ratio. Specifically, eight pseudo tuples are in class S4, and the 16 remaining
pseudo tuples are evenly distributed in the four non-majority classes.

6 Alternative Implementation Techniques

In previous sections, we presented techniques for implementing the knowledge model
sharing framework (see Figure 1). In this section, we briefly discuss several existing tech-
niques that may provide alternative implementation to several parts of the framework. The
evaluation of these alternative implementation techniques is given later in Section 7.

6.1 Publishing Local Anonymized-Data

In our implementation of the framework, each data source publishes a local anonymized
decision tree, from which a pseudo-data is generated. An alternative to having data miner
to generate pseudo-data from published knowledge models is for each data source to pub-
lish an anonymized-data. Many data publishing methods have been reported in the lit-
erature. In this section, we briefly review three state-of-the-art data anonymization al-
gorithms: the Incognito algorithm [11] with (¢, ¢)-diversity as the privacy measure, the
one-dimensional algorithm [23] with simple /-diversity as the privacy measure, and the
K-Optimize algorithm [28] with ¢-diversity as the privacy measure and the classification
metric [29] as the utility measure.

6.1.1 Incognito Algorithm

The Incognito algorithm was originally proposed in [20] for implementing k-anonymity. It
was adapted in [11] to implement (¢, £)-diversity.

The algorithm uses a graph to represent a set of generalization strategies (simply referred
to as generalizations). Each generalization is a node in the graph and an edge between
two nodes indicates that one node is a generalization of the other. Each generalization
is encoded as a vector whose dimensions tell how to generalize some QI attributes. For
example, vector < Al, B2,C0 > represents a generalization strategy that for each tuple
t, generalizes t[A] by one level (i.e., replacing it with its parent), ¢[B] by two levels (i.e.,
replacing it with its grandparent), and ¢[C] by zero level (i.e., no generalization). Given a
generalization, the data table can be partitioned and tested to determine if it satisfies the
privacy requirement. In the graph, vectors have the same number of attributes. An edge
(v,v") indicates that vector v and vector v’ are identical except that v’ is one level higher
than v in exactly one attribute.
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Given a data table and a set of taxonomies of attributes. The Incognito algorithm finds
all generalizations that satisfy a given privacy requirement (either k-anonymity or (c, £)-
diversity) and does it efficiently by leveraging several properties of generalizations in ways
similar to the Aproiri algorithm used in association rule mining [30, 31]. Starting from
single-attribute generalizations that satisfy the privacy requirement, the algorithm itera-
tively constructs generalizations of more attributes. In iteration 4, the algorithm performs
a special breadth-first search the graph for i-dimensional generalizations that satisfies the
given privacy requirement. These i-dimensional generalizations are then used to create a
new graph of a set of candidate (i + 1)-dimensional generalizations. This process continues
until no new candidate generalization can be created. Among all generalizations found by
the algorithm, the least general one will be used to anonymize the data table.

6.1.2 One-Dimensional Algorithm

Instead of focusing on generalization strategies, the 1-D algorithm for ¢-diversity [23] works
directly on data tuples. The main idea is to partition tuples into buckets of different SA val-
ues and to order them by one-dimensional values mapped from their multi-dimensional
QI values.

The mapping of multi-dimensional QI values to one-dimensional numeric values is based
on techniques, such as the Hilbert space-filling curve [32] or iDistance [33]. To facilitate
the mapping, values of categorical attributes are first mapped to numeric values according
to their positions in the in-order traversal of their taxonomy trees. After QI values are
mapped, tuples are placed into buckets, so that, all tuples in one bucket has one SA value
and are in an ascending order of their mapped QI values.

Next, the algorithm forms groups of £ tuples by repeatedly selecting tuples with smallest
mapped QI values from the buckets. For each group, the algorithm chooses a new QI value
that is minimally more general than those appear in the group and uses it to replace QI
values of tuples of the group.

6.1.3 K-Optimize Algorithm

Unlike Incognito and One-Dimensional algorithms which both publish data for general
purpose, the K-Optimize algorithm [28] publishes data for building predictive models, and
as such, it optimizes the classification metric (CM) .

The algorithm assumes a total order over all values of all attributes and represents an
anonymization succinctly as a sequence of intervals represented by their least values. For
example, if the data has two attributes with 4 domain values and 6 domain values, respec-
tively, then the anonymization <1, 4, 5, 7> is to partition the domain of the first attribute into
{[1, 2, 3], [4]} and that of the second attribute into {[5, 6], [7, 8, 9, 10]}. With this formulation,
the algorithm represents the entire space of all anonymizations as a set-enumeration tree.
Each node in the tree has a head set representing the part of anonymization that has been
determined and a tail set representing the part of anonymization yet to be determined. For
example, a node {2}<3,4> can lead to children nodes {2, 3}<4> and {2,4}<>. If value 3 in the
tail set can be pruned, this node will only lead to {2,4}<>.

The algorithm starts with a fully generalized dataset in which all tuples are identical
and systematically specializes the dataset into one that is minimally k-anonymity (or ¢-
diversity, as implemented in our experiments). The algorithm does this in a depth-first
traversal of the set-enumeration tree and performs cost-based pruning and dynamic tree
rearrangement. At each node, it computes a CM cost using the head set and tries to prune
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the tail set. A value in the tail set can be pruned if its inclusion into the head set will lead
to violation of the privacy requirement or will not lead to any descendant with a lower
CM cost. After pruning of the tail set, children of the node will be created and the process
continues. Finally, the node with the least CM cost is chosen to create the anonymized-data.

6.2 Learning Anonymized Decision Trees

In our implementation of the framework, each data source uses the tree pruning technique
in Section 4 to publish an anonymized decision tree. An alternative is to let each data
source learn an anonymized decision tree directly from its original-data. The algorithm
in [16] learns a k-anonymous decision tree by extending the well-known ID3 decision tree
induction algorithm [34], so that for each candidate split point of a decision tree node, it
not only computes the information gain of attributes, but also check if the resulting nodes
satisfies k-anonymity. It selects the split point that has the highest information gain and
satisfies the k-anonymity. This algorithm can be extended (as we did in our experiments)
to learn an /(-diversified decision tree by enforcing ¢-diversity instead of k-anonymity at
each step of the learning process.

It is worth noting that the partition of data performed by this algorithm is essentially the
same as those performed by a number of data anonymization algorithms, such as [22, 35,
36]. Although the latter produces anonymized-data, the patterns preserved by the these
methods are no much different.

6.3 Ensemble Classifiers

In machine learning, an ensemble classifier aggregates a number of base classifiers to achieve
a classification accuracy much better than can any single base classifier. In our PPDM
framework, an ensemble classifier built from published local decision trees (as base classi-
fiers) may be an alternative to learning global decision tree from pseudo-data.

The basic idea of the ensemble method is to use the set of base classifiers as a commit-
tee. Since the base classifiers complement each other, if a few committee members make
incorrect classifications, the probability is high that the committee as a whole can still clas-
sify correctly. The two most popular ensemble methods are boosting [37] and bagging (or
bootstrap aggregating) [17].

A basic boosting algorithm iteratively learns weak classifiers from weighted training data.
Initially, all training tuples are equally weighted. After a weak model is learned from the
data, it is used to adjust the weights of training tuples. Weights of tuples that are misclassi-
fied will be increased and others decreased. The data with adjusted weights is used to learn
another weak classifier, and the weights of the training data are adjusted again based on
how they are classified by the set of weak classifiers learned so far. The process ends when
no new weak model can be learned. To classify an unseen tuple, the learned weak clas-
sifiers will each cast a vote and these votes are aggregated according a weighted formula
that reflects the significance of member classifiers in producing accurate prediction.

A bagging algorithm assigns equal weights to votes of all member classifiers. Given a
training set, a bagging method creates a set of new training sets by uniform sampling with
replacement. Each new training set can be as large as the original training set and is used
to learn a base classifier. Since the distribution of tuples in these training sets are usually
different, the base classifiers learned from them are typically different. These base classi-
fiers form a committee. The most popular prediction of base classifiers will be used as the
prediction of the committee for unseen data.
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In general, boosting has a better classification accuracy than bagging. However, in the
multiple source environment we consider, data sources are autonomous and will not share
data with each other. Thus, there is no global training set for a boosting method to learn
weak models. This is why we do not consider boosting as an alternative method.

7 Empirical Study

In this section, we report results from an empirical study of our method of PPDM that
uses the anonymity-guided decision tree pruning (ATP) and the path-based pseudo-data
generation (PGEN).

7.1 The Setup of Experiments

In our experiments, we compared our ATP+PGEN method with a number of alternative
methods that utilize techniques discussed in Section 6 to learn global knowledge mod-
els. We consider these methods because they all use ¢-diversity including both the (c, £)-
diversity and simple ¢-diversity, as the privacy measure. Although there exist many other
privacy measures, due to the lack of a universal standard, methods using other privacy
measures cannot be compared to our method nor to each other.

Our study is focused on two issues. One issue is the effectiveness of our pseudo-data gen-
eration algorithm in supporting the learning of the global knowledge model. We study this
issue by comparing our PGEN algorithm with a naive pseudo-data generation algorithm
and with the ensemble learning method. Another issue is the performance of different
implementations of PPDM approaches. We studied this issue by comparing four imple-
mentations: ATP-PGEN, which uses our decision tree pruning algorithm ATP to publish
local ¢-diversity decision trees and uses our PGEN algorithm to generate pseudo-data for
mining the global knowledge models; LDM-PGEN, which uses an anonymized decision
tree learning algorithm LDM adapted from [16] to publish local ¢-diversity decision trees
and uses our PGEN method to generate pseudo-data for mining the global knowledge
models; LDD, which uses data publishing methods [11, 23] to publish various types of
(-diversified data for mining the global knowledge models; and OPTI, which is adapted
from [28] to publish ¢-diversified data optimized for classification metric [29] for mining
the global knowledge models. All four implementations are programmed in Java.

Datasets. We performed extensive experiments using five datasets (listed in Table 1) from
the UCI Machine Learning Repository [38]. For the experiments, we removed missing
values from the datasets. Although all five datasets were used in the study, for most of the
experiments, we report results obtained from the Adult and the Nursery datasets. Results
obtained from other datasets are similar.

datasets | #Instances # Attributes #Classes
Nominal | Numeric
Adult 45204 9 6 14
Car 1728 7 0 4
CMC 1473 8 2 3
Nursery 12960 9 0 5
Train 3000 9 1 2

Table 1: Experimental datasets
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Data sources. To evaluate the impact of different data distributions, we considered a vary-
ing number of data sources ranging from one to ten. To account for the randomness in the
data, we created data sources in a way similar to a ten-fold validation. Specifically, we di-
vided a dataset randomly into ten subsets of equal sizes. We run each experiment ten times.
In each run, we chose a different subset as the testing set for the learned global predictive
model. The remaining nine subsets were combined together, which was then used to learn
a base global predictive model, and subsequently distributed randomly and evenly to the
given number of data sources as their local original-data. We then executed the run five
times using these data sources. The results reported in this section is the average over all
the passes (of all the runs).

Types of knowledge models. To evaluate PGEN and ATP, we compared the qualities of pre-
dictive models learned from both the original-data and the corresponding pseudo-data. We
used decision tree (either pruned or un-pruned) as the local knowledge model for pseudo-
data generation. For the (base or learned) global knowledge model, we used a variety of
predictive models, including decision tree [34], Naive Bayes classifier [39, 40], and con-
junctive rules [41]. These predicative models are chosen because they are widely used in
practice and can be learned from our datasets. These predictive models were learned us-
ing public-domain Java implementations of their respective learning algorithms given in
[34, 39, 40, 41].

Quality measures. We used several utility measures in our experiments. First, we used the
classification accuracy and the class match to measure the quality of global predicative mod-
els. The classification accuracy is the fraction of testing tuples that are correctly classified
and the class match is the fraction of testing tuples that are classified identically by the cor-
responding base and learned predictive models. Second, when decision trees were used as
the global predicative model, we also measured path match, the fraction of paths shared by
the base and the learned decision trees, as given by

_|paths(h) N paths(h')|
 |paths(h) U paths(h')|

ss(h,h')

where paths(h) is the set of paths in decision tree h. Third, we also used the classifica-
tion metric (CM) [29, 42] to measure the quality of the anonymized-data obtained by data
publishing methods and the pseudo-data generated from the published local knowledge
models.

7.2 Quality of Pseudo-Data Generation

In this set of experiments, we compared three methods: PGEN, BASEGEN, and BAG-
GING, where PGEN is our path-based pseudo-data generation method (see Section 5.3);
BASEGEN is a baseline pseudo-data generation method, which uses the published deci-
sion tree to assign class labels to a set of random tuples uniformly sampled from the data
space; and BAGGING is an ensemble method [17] that uses published decision trees as
base classifiers (see Section 6.3). To focus on pseudo-data generation, the published local
decision trees were not pruned.

In the figures shown in this section, the x-axis is for the number of data sources, ranging
from 1 to 10. The y-axis is for the measure of quality, which depending on the figure can be
average classification accuracy, class match or path match. We also include the performance
of the base global decision tree (referred to as the BASIS).

Figure 10a shows the classification accuracy of the methods with decision tree as the global
predictive model. The results show that if there are two or more data sources, decision
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Figure 10: Classification Accuracy of One Global Knowledge Model

trees learned from pseudo-data generated by PGEN have higher classification accuracy
than either decision trees learned from data generated by BASEGEN or ensemble classifiers
built by BAGGING. If there is only one data source, no pseudo-data needs to be generated
(because the published decision tree is already the desired output) and all three methods
have the same classification accuracy. Notice that the classification accuracy of BASIS, the
best that can be achieved by a global decision tree given the dataset, is not affected by the
number of data sources. Figure 10a also shows that the classification accuracy of PGEN,
BASEGEN and BAGGING decrease as the number of data sources increases. Similar trends
can also be observed in Figure 10b, where the Naive Bayes Classifier is the global predictive
model.

Although the classification accuracy of PGEN decreases, it still performs much better than
BASEGEN. This is because when producing pseudo-data, BASEGEN creates tuples ran-
domly and uses a given decision tree to assign class labels. Thus, the distributions of the
pseudo-data and the original-data may be very different. As the number of data sources
increases, this difference becomes increasingly larger. On the other hand, PGEN preserves
the significant patterns in local original-data as indicated by the local decision trees.

PGEN also performs better than BAGGING. This is because as the number of sources
increases, each local classifier is built from a smaller dataset and becomes more biased.
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Figure 12: Class Match of Global Decision Trees

Thus, it becomes more and more difficult for BAGGING to reach a consensus. However,
PGEN can reduce the bias because the pseudo-data generated from the local decision trees
contain more information, such as the non-majority class labels, and therefore, the quality
of the global pseudo-data is still quite good.

Figure 11 shows the classification accuracy of several types of global predictive models
learned from the pseudo-data generated by PGEN. Shown in the results, the average clas-
sification accuracy of global decision trees are better than that of global conjunctive rules
and global Naive Bayes classifiers. This is expected since the published local predictive
model is also decision tree. Because of this, we use only the decision tree as the base and
the learned global knowledge models in the remaining of this subsection.

Figures 12 and 13 show results of using class match and path match, respectively, as the
quality measure. In Figure 12, the trends of class match is very similar to that of classifi-
cation accuracy. Again, PGEN outperforms both BASEGEN and BAGGING. BASIS is not
shown here because its class match is always 1.

Figure 13 shows that decision trees learned from pseudo-data may have significantly dif-
ferent structures from those learned from local original-data. The figure shows only up to
five data sources to prevent the chart from being clotted. In Figure 13, the two types of trees
share less than 32% of paths and this ratio frequently drops blow 1%. Because the classi-
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Figure 13: Path Match of Global Decision Trees on Multiple Datasets

fication accuracy is often the most important quality measure in practice for a predictive
model (such as a decision tree), this experiment, performed only for PGEN, suggests that
the quality of pseudo-data is not directly affected by the structural similarity of decision
trees. This is another reason why we can prune decision trees for anonymization without
losing too much classification accuracy.

7.3 Effect of Anonymity-Guided Tree Pruning

In this set of experiments, we compared four methods: ATP, LDD, OPTI and LDM, where
ATP is the decision tree pruning method (see Section 4), LDD is a data publishing method
proposed in [11] for (¢, ¢)-diversity or in [23] for simple ¢-diversity (see Section 6.1.1 and
6.1.2), OPTI is another data publishing method [28] for both types of ¢-diversity (see Sec-
tion 6.1.3), and LDM is the specialized decision tree learning algorithm [16] which learns
an (-diversity decision tree directly from the local original-data (see Section 6.2). In these
experiments, decision tree and Naive Bayes Classifier were used as the global knowledge
model and the classification accuracy and classification metric [29] were used as the utility
measures.

We considered two scenarios: single data source and multiple data sources. In the sin-
gle data source scenario, LDD and OPTI were used to generate anonymized-data and a
traditional learning algorithm was used to learn decision tree from the anonymized-data.
Both ATP and LDM were used to obtain anonymized decision trees. For the classification
accuracy, we compared these decision trees. For the classification metric, we used PGEN
to generate pseudo-data from anonymized decision trees, then compared the pseudo-data
with the anonymized-data. In this case, we refer the two algorithms as ATP-PGEN and
LDM-PGEN, respectively.

In the multiple data source scenario, LDD and OPTI were used to publish local anonymized-
data by data sources and a traditional learning algorithm was used to learn the global
knowledge model from the combined anonymized-data. ATP and LDM were used to pub-
lish local decision trees and PGEN was used to generate pseudo-data for learning global
knowledge models (thus they are referred as ATP-PGEN and LDM-PGEN, respectively).
Again, these global knowledge models were compared on their classification accuracy, and
combined anonymized-data and global pseudo-data were compared on their classification
metric.

We performed the experiments with a range of ¢-diversity privacy requirements. For
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Figure 14: Accuracy vs. ¢-diversity of Decision Trees with Single Data Source
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Figure 15: Classification Metric vs. ¢-diversity of Decision Trees with Single Data Source

Adult dataset, the range of simple /-diversity was 2 < ¢ < 14, and the range of (c,/)-
diversity was 2 < ¢ < 14 and ¢ € {5,10,20}. For Nursery dataset, the range of sim-
ple ¢-diversity was 2 < ¢ < 5 and the range of (c,¢)-diversity was 2 < ¢ < 5 and
c € {5,10,15,20}.

In the figures presented in this section, the x-axis is privacy requirements ordered from left
to right according roughly to the increasing strength of privacy requirements. The y-axis
is the average classification accuracy of global decision trees, or the classification metric
of global pseudo-data and combined anonymized-data. For readability, results on Adult
dataset are plotted for 2 < ¢ < 7.

Figure 14a shows classification accuracy of ATP, LDM, OPTI and LDD in the single data
source scenario with (c,f)-diversity as privacy measure and decision tree as the global
knowledge model. As shown in the results, ATP performs slightly better than LDM and
much better than OPTI and LDD. A similar trend is also shown in Figure 14b, where the
simple (-diversity is the privacy measure. Since pseudo-data generation was not involved
in these experiments, the results clearly indicate that anonymity-guided tree pruning effec-
tively balances privacy and utility.

The results also show that LDD and LDM could not satisfy some privacy requirements
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that can be satisfied by ATP and OPTI. For example, as shown in Figure 14b(i), LDD cannot
satisfy privacy requirements when ¢ > 7 and LDM fails at ¢ = 10. LDD fails because the
original-data does not satisfy the eligibility conditions [18], and LDM fails because it could
not find a decision tree in which all the children of the root satisfy the privacy requirement.
On the other hand, both OPTI and APT can satisfy all the privacy requirements we tested
because they make more effort and finer adjustment. For example, OPTI is able to explore
the entire space of anonymizations with its depth-first traversal and can suppress tuples.
Similarly, APT can prune branches little by little, by merging a bad node with a near-by
sibling.

Figure 15a shows classification metric of ATP-PGEN, LDM-PGEN, OPTI and LDD in the
single data source scenario with (c, £)-diversity as privacy measure’. Since PGEN randomly
generates values for attributes that do not appear in the paths of anonymized decision trees,
we do not consider such attributes in the pseudo-data for a fair comparison. Similarly, the
attributes which are neither QI nor SA are also not considered in the anonymized-data. As
shown in the results, ATP-PGEN has less penalties than LDM-PGEN, OPTI and LDD. A
similar trend is also shown in Figure 15b, where the simple ¢-diversity is the privacy mea-
sure. These results indicate that the pseudo-data generated from our anonymized decision
trees captures the significant patterns of the original-data better than other methods.

Figure 16a shows classification accuracy of ATP-PGEN, LDM-PGEN, OPTI and LDD in
the multiple data source scenario (with 10 data sources) using the (c,¢)-diversity as the
privacy measure and decision tree as the global knowledge model. As shown in the results,
ATP-PGEN clearly outperforms both LDM-PGEN and LDD over all privacy requirements
we tested. In addition, the performance differences in Figure 16a are larger than in Figure
14a. For example, in Figure 14a(ii), ATP is about 10% better than LDM, 20% better than
OPTI, and 40% better than LDD, but in Figure 16a(ii), ATP-PGEN is about 15% better than
LDM-PGEN, 25% better than OPTI, and 50% better than LDD. A similar trend is also found
in Figure 16b, which uses Naive Bayes as the global knowledge model. Figure 16c also
shows that ATP-PGEN is better than other methods measured by the classification metric.

Relative to ATP (resp. ATP-PGEN), the poorer performance of LDM (resp. LDM-PGEN)
may be because that during the learning of the tree, LDM may abandon some crucial paths.
For example, if LDM were used to learn the decision tree in Figure 5, a split on attribute
B at node b would not be valid because it would result in children nodes d, e, and g not
satisfying the given (3, 3)-diversity requirement. If at node b, there is no valid split on
attributes C' and D either, there will be no path going out b. Using ATP, however, it is
possible to combine nodes d and e into a new node and nodes g and h into another new
node, so that, the split on attribute B at node b is still valid.

One reason for LDM-PGEN to perform worse than LDM is that the anonymized decision
trees used by PGEN to generate pseudo-data typically have lower classification accuracy.
Another reason is that the increasing number of data sources can add more noises into the
global pseudo-data.

A reason for ATP-PGEN to perform much better than LDD may be that PGEN pays special
attention to preserve statistical features important to decision tree learning, but LDD does
not. On the other hand, OPTI performs better than LDD perhaps because it optimizes the
classification metric. However, optimizing the classification metric somewhat contradicts
with /-diversity because it tries to increase the frequency of the majority class in equiva-

7We did not use the general information loss metric (LM) or discernibility metric (DM) [42] as utility measures
to compare these methods. This is because PGEN always creates the most specific values (pseudo or real), thus
has no general information loss. Using LM will be unfair to LDD and OPTI. On the other hand, DM is only
suitable for k-anonymity, not for £-diversity.
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lence classes, but the ¢-diversity tries to prevent a single class from being dominant in an
equivalence class. Thus at certain point (e.g., £ is high), both the diversity of classes in
equivalence classes and the suppression of tuples (to satisfy the privacy requirement) can
lead to very high penalties. This may explain why OPTI performs worse than ATP-PGEN.

It is worth noting that the pseudo-data generated by ATP-PGEN from a decision tree that
satisfies an ¢-diversity requirement may not itself satisfy the same /-diversity requirement.
This is because that paths in the decision tree may not have all QI attributes. Therefore
pseudo tuples generated from the same path may belong to different equivalence classes,
causing some equivalence class to fail the ¢-diversity. However, there is no privacy concern
because the pseudo-data does not describe real persons and the source of its generation,
the anonymized decision tree, satisfies the privacy requirement.

8 Related Work

Cryptographic PPDM methods have been proposed to learn various types of (global) knowl-
edge models, including decision trees [2, 3], naive Bayes classifiers [43], association rules
from horizontally [44] and vertically [45] partitioned data, clusters from horizontally [46,
47] and vertically [48] partitioned data, and collaborative filtering based prediction [49]. All
these methods may produce knowledge models that could disclose private information [1].

In the pioneer work in [5], data is perturbed by adding random noises and decision trees
are learned by estimating the original-data distribution. This method was later found to
have a serious flaw [50]. In addition to decision trees, perturbation have also been used to
produce data for learning clusters [51] and association rules [6, 8, 52, 53]. Other perturba-
tion methods include matrix perturbation [7, 8], p;-to-p2 privacy breaching [6], minimality
attack [26], and differential privacy [15]. The utility of data produced by these perturbation
methods is usually low because instances in the published data will no longer represent
the original information.

Using generalization to protect privacy was first studied in [10], which proposed k-anonymity
as a privacy measure. Efficient implementations of k-anonymity include global recoding
methods, such as single-dimension [20], multiple-dimension [22], bottom-up [54], top-
down [28, 35] and genetic methods [29], and local recoding methods, such as [24, 55].
The ¢-diversity was proposed in [11, 18, 23] to prevent homogeneous and background at-
tacks. There are several variants of (-diversity including (o, k)-anonymity [56] and (e, m)-
anonymity [57]. In addition, a number of generalization methods used other privacy mea-
sures, including t-closeness [21], m-invariance [58], BCF-anonymity [59], personalized pri-
vacy [19], (¢, k)-safety [60] and privacy skyline [25]. To improve the utility, it was proposed
in [61] to publish both the anonymized and the marginal tables. Our work is within the
framework of generalization, but differs from existing generalization methods in two as-
pects. First, we consider an environment of multiple data sources rather than single data
source; second, we measure privacy of knowledge models rather than that of datasets.

The publishing of a set of clusters satisfying k-anonymity and ¢-diversity was proposed
in [13, 62]. The published model includes the QI value of the cluster center, the size of the
cluster, and the sensitive values in a cluster. Publishing a set of contingency tables satisfy-
ing some requirements of differential privacy was proposed in [14, 63]. These contingency
tables are marginals containing sanitized incomplete joint distribution of the original-data.
These studies gave theoretic treatment of the problems, but did not provide efficient algo-
rithms for practical use. On the other hand, [64] proposed a method to publish a safe view
that can be used to easily obtain a naive Bayes classifier satisfying p;-to-p, privacy measure,
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and [16] presented a decision tree learning algorithm that incorporates ¢-diversity to learn
an anonymized decision tree. These methods can only be applied to single data source.

Various pseudo-data generation methods were proposed before. A method was proposed
in [65] to generate synthetic data that statistically mimics the original-data for a specific
application while providing privacy guarantees. The method in [66] generates pseudo-
data from statistics of condensed groups, where each group contains a fixed number of
data records closest to a randomly selected private record in a multidimensional space.
The method in [13] generates pseudo-data according to information of a given number
of clusters learned from the original-data. Unlike these methods, our method generates
pseudo-data according to path information contained in decision trees.

Ensemble methods, such as boosting [37] and bagging [17], were extensively studied in
data mining to learn global knowledge models. These methods need a testing set to re-
solve conflicts among base classifiers, which is impractical in a multiple source environ-
ment when privacy is a concern. Our method is to learn global knowledge models from
pseudo-data rather than to use published local models as base classifiers. This not only
helps to protect privacy, but also has flexibility to learn other types of knowledge models
rather than classifiers. A recent work [67] has the similar idea to merge local patterns into
a global pattern.

There were several studies on secure sharing of association rules and frequent patterns
[68, 69], which focus on hiding sensitive association rules and blocking inference channels.
Unlike these studies, we protect sensitive information, such as disease or total assets of
individuals, in data. Besides the data having the explicit sensitive attributes, there are also
many studies on the privacy in other types of data, such as transactions [70] and social
network graphs [71].

9 Conclusions and Future Work

In this paper, we propose a knowledge model sharing based approach for privacy-preserving
data mining. We present a framework in which each data source publishes an anonymized
knowledge model learned from its own data, and a global knowledge model is learned
from the pseudo-data generated from the published local knowledge models. For pub-
lishing anonymized knowledge models, we adapt the k-anonymity and ¢-diversity as the
privacy measure for decision trees, and present a heuristic algorithm that prunes a decision
tree to satisfy a given anonymity requirement. For pseudo-data generation, we present a
heuristic algorithm that generates pseudo-data according to paths of a decision tree. We
empirically compare our method with several PPDM methods that utilize existing tech-
niques, including three methods that publish anonymized-data, one method that learns
anonymized decision trees directly from the original-data, and one method that uses en-
semble classification. Our results show that in both single data source and multiple data
source environments and for several different datasets, predictive models, and utility mea-
sures, our method can obtain significantly better predictive models (especially decision
trees) than the other methods.

There are several interesting directions of future study. For example, the disclosure of
privacy by knowledge models is still an open problem. Privacy measures for knowledge
models other than decision trees do not yet exist and it is not clear whether and how other
existing privacy measures for data, such as differential privacy [15], can be adapted for
knowledge models. Also, although pseudo-data may provide flexibility to learn global
knowledge models that are different from published local models, it is yet unclear for given
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types of local and global knowledge models that are not decision trees, what pseudo-data
generation method should be used to preserve data characteristics that critically affect the
quality of the global knowledge model.
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