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Abstract. The dissemination of textual personal information has become an important driver of inno-
vation. However, due to the possible content of sensitive information, this data must be anonymized.
A commonly-used technique to anonymize data is generalization. Nevertheless, its effectiveness
can be hampered by the Value Generalization Hierarchies (VGHs) used as poorly-specified VGHs
can decrease the usefulness of the resulting data. To tackle this problem, in our previous work we
presented the Generalization Semantic Loss (GSL), a metric that captures the quality of categorical
VGHs in terms of semantic consistency and taxonomic organization. We validated the accuracy of
GSL using an intrinsic evaluation with respect to a gold standard ontology. In this paper, we extend
our previous work by conducting an extrinsic evaluation of GSL with respect to the performance that
VGHs have in anonymization (using data utility metrics). We show how GSL can be used to perform
an a priori assessment of the VGHs’ effectiveness for anonymization. In this manner, data publishers
can quantitatively compare the quality of various VGHs and identify (before anonymization) those
that better retain the semantics of the original data. Consequently, the utility of the anonymized
datasets can be improved without sacrificing the privacy goal. Our results demonstrate the accu-
racy of GSL, as the quality of VGHs measured with GSL strongly correlates with the utility of the
anonymized data. Results also show the benefits that an a priori VGH assessment strategy brings
to the anonymization process in terms of time-savings and a reduction in the dependency on expert
knowledge. Finally, GSL also proved to be lightweight in terms of computational resources.
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1 Introduction
Nowadays, information systems collect considerable amounts of data about individuals.
Within this data, there is a large amount of categorical personal information, such as users’
preferences, physical conditions, and leisure activities. This data has become a valuable
resource for businesses in various sectors, such as insurers or retailers. By mining and an-
alyzing microdata (i.e., records containing information about individuals) companies have
not only unlocked new sources of economic value but also have provided fresh insights
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into science. In order to obtain benefits from this data, companies typically must share it
with third parties. However, microdata may contain sensitive information about individ-
uals (e.g., religious beliefs, medical conditions) that could potentially cause harm to the
involved parties if disclosed. For example, organizations may suffer from fines, negative
publicity, or other sanctions. Similarly, individuals may suffer from identity theft or dis-
crimination [60]. Thus, this data must be anonymized before being shared for analysis. To
achieve this goal, Privacy-Preserving Data Publishing (PPDP) provides methods for shar-
ing data without compromising the confidentiality of individuals, while also trying to re-
tain the utility of the data for a variety of tasks [12]. As there can be diverse data recipients,
the anonymized data should be useful enough to perform different analysis tasks (e.g., data
mining, decision-support systems, query answering), and not be tailored to a specific one.
One commonly-used technique for anonymizing data is generalization [35, 57, 77, 79]. It
consists in replacing the values of an attribute in a dataset with less precise, but seman-
tically consistent, alternative values. This transformation reduces the probability of re-
identifying the individuals contained in the published anonymized datasets (e.g., general-
izing “pediatrician” with “doctor” to safeguard the profession of a person).

A common prerequisite of generalization algorithms is the use of Value Generalization
Hierarchies (VGHs) [61], which are tree-like structures that drive the anonymization pro-
cess. They contain the set of transformations that an attribute can undergo. Traditionally,
VGHs are created and evaluated by data publishers. In this context, a data publisher is any
individual or organization (e.g., practitioners, researchers, data sanitizers) who is involved
in the sharing of data and seeks to disseminate it in a safe and useful manner (hereinafter
referred to as users). Users usually follow an iterative process for assessing the right cove-
rage of the concepts and appropriate details to represent in the VGHs. This process can
yield multiple candidates of VGHs (per attribute) which can be used for anonymization.
The users must then decide which VGH will be used to anonymize each attribute. This
decision plays a crucial role in the utility remaining in the anonymized data and ultimately
in the precision of the analysis performed, as both can diminish if poorly-specified VGHs
are used [8]. All these tasks are often performed manually, relying on the users’ judgment.

A key problem of this practice is that the quality of the VGHs is assessed in an infor-
mal and subjective way. Despite this, the “correctness” (in terms of semantic consistency)
of the VGHs that feed generalization algorithms is an aspect that has been rarely ques-
tioned in the PPDP literature [11, 19]. This is because it is normally assumed that users are
fully capable of providing the adequate domain expertise to the VGHs based on their own
knowledge and experience [45, 78]. To mitigate possible issues, knowledge engineers are
often involved in the evaluation process. Nevertheless, the process may become expensive
due to the limited availability of subject-matter experts [28, 80], and the intensive and time-
consuming manual labor it requires. In any case, the decision about the quality of VGHs is
normally based on the subjective opinion of a single individual, therefore corresponds to
only a single interpretation of a domain. Clearly, the design of VGHs for anonymization is
a challenging task and the current practices are not effective [11, 72].

Considering the above challenges, our research work has centered on developing tech-
niques to evaluate in a quantifiable, objective, and automatic way, the quality of VGHs for
categorical data with the aim of improving their effectiveness for anonymizing data. In our
previous work [11] we presented the Generalization Semantic Loss metric (GSL), which
assesses the quality of a VGH with respect to its taxonomic organization and semantic con-
sistency. In that initial work, we performed an intrinsic evaluation of GSL by judging the
quality of single-attribute VGHs with respect to a reference ontology. In this paper, we
extend our previous work by conducting an extrinsic evaluation. That is, the quality of
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the VGHs is evaluated with respect to their effectiveness in anonymization and the accu-
racy of the analysis results that can be obtained from the anonymized data. We also assess
the feasibility of using GSL to perform an a priori evaluation of VGHs for anonymization.
This strategy would assist data publishers to make informed decisions about which VGHs
would produce more useful anonymized solutions.

In particular, the research contributions in this paper are as follows:

• An extended description of our proposed metric (GSL) for the quality evaluation of
categorical VGHs, including its extension to be suitable to the multi-attribute VGH
scenarios.

• A comprehensive extrinsic evaluation of GSL, consisting of a prototype and a set of
experiments to assess: (1) the accuracy of using GSL to estimate the effectiveness of
the VGHs for producing good quality anonymized data, measured in terms of task-
independent (general-purpose utility metrics) and task-dependent metrics (cluster-
ing); (2) the benefits that an a priori evaluation of categorical VGHs can bring to the
anonymization process, in terms of time-savings; and (3) the costs of using GSL, in
terms of computational resources.

• Key findings that could serve as guidelines for data publishers to use GSL, as well as
the conditions under which the metric can be more useful.

The paper is organized as follows: Section 2 provides the background and related work.
Section 3 explains the internal workings of GSL. Section 4 describes the experimental setup.
Section 5 explains the evaluation criteria used in our experiments, while Section 6 discusses
the experimental results. Finally, Section 7 presents our conclusions and future work.

2 Background and Related Work

In this section, we first recall some of the most relevant concepts in PPDP which are neces-
sary to understand the rest of the paper. Next, we review the state-of-the-art work in the
area of creation and evaluation of generalization hierarchies, with a special emphasis on
their application in data anonymization.

2.1 Privacy-Preserving Data Publishing

In the most basic form of PPDP, a microdata table is composed of tuples defined over a set
of attributes, where each tuple corresponds to a record that is associated with an individ-
ual (e.g., healthcare, educational, criminal records). The attributes are typically classified
in four categories according to the information they contain [27]: Identifiers (IDs), which
are attributes that explicitly identify individuals (e.g., name, unique identifying numbers);
Quasi-Identifiers (QIDs), which are attributes that could be linked to external information
and lead to the re-identification of people in published anonymized datasets (e.g., profes-
sion, nationality); Sensitive (SAs), which are attributes that represent sensitive information
(e.g., disease, salary); and Non-Sensitive, which are attributes that do not fall into the pre-
vious categories. In order to protect the data from disclosure, the IDs are removed and the
QIDs are modified with the aim of decreasing the probability of re-identification.

Many anonymization techniques proposed in the literature use generalization as the op-
eration to transform the QIDs. One advantage of generalization is that (unlike perturba-
tion techniques that apply noise to data), it preserves the truthfulness of the data [68].
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Furthermore, this technique enables the definition of boundaries during the anonymiza-
tion process. That is, users can ensure that generalization intervals are disjoint, which is
a desirable property, as overlapping intervals can increase the difficulty of analyzing the
anonymized data. These properties (truthfulness and interval disjointness) are guaranteed
to be achieved by using well-defined VGHs. An example VGH is shown in Fig. 1. The
leaves at level 0 (L0) represent the distinct values of an attribute in the original dataset.
The ancestors at upper levels (L1 to L3) correspond to the candidate values used for the
generalizations. The root node (at L3) corresponds to the maximum generalization (or full
suppression) of a value.

Even though the aim of PPDP is to share anonymized data for legitimate (non-privacy-
violating) purposes, a key assumption in this area is that attackers can also be found among
the data recipients, who will intend to uncover sensitive information about individuals.
Thus, generalization is used in conjunction with a privacy model (e.g., k-anonymity, `-diver-
sity, t-closeness) [27] with the aim of providing formal privacy guarantees. In our work, we
have focused on k-anonymity, a widely-adopted privacy model that has proven to be prac-
tical in real-world systems [10, 68] (despite having some limitations [40, 46]). Moreover,
it constitutes the basis of newer anonymization techniques and enhanced privacy models
in diverse contexts [12, 33, 69]. k-Anonymity works by altering the QID attributes to form
equivalence classes (EQs), which are groups of records sharing the same QID values. The
aim is to make each record indistinguishable from a group of at least k-1 other records [68].

Example 1. As an illustrative example of achieving k-anonymity by generalization, let
us consider Table 1 showing a table with socio-economic records. Among the attributes,
name is the ID, occupation is the QID, and salary is the SA. Suppose the desired privacy goal
is k=3. In order to achieve it, the ID is removed and the QID is generalized two levels
of the VGH shown in Fig. 1. Table 2 shows a 3-anonymous version of Table 1. Note that
the generalization created two EQs (Doctor, Educator). Within each EQ, individuals are
indistinguishable from each other.

Figure 1: VGH for occupation

Table 1: Example socio-economic dataset

ID QID SA
# Name Occupation Salary
1 Ben Neurosurgeon 300K
2 Emma Music Teacher 49K
3 Eve Plastic Surgeon 85K
4 Meg Oncologist 102K
5 Jim Assistant Profesor 81K
6 Leo Math Teacher 46K

Table 2: A 3-anonymous version of Table 1

QID SA
# EQ Occupation Salary
1 Doctor 300K
3 1 Doctor 85K
4 Doctor 102K
2 Educator 49K
5 2 Educator 81K
6 Educator 46K
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2.2 Creation and Evaluation of VGHs for Data Anonymization

The creation and evaluation of VGHs for numerical attributes have been well-studied in the
literature [19, 72]. For numerical attributes, it is relatively easy to evaluate if the data quality
has been preserved after anonymization (e.g., by minimizing the size of an interval, or by
retaining their statistical properties). In contrast, little research has been done to study the
quality of VGHs for categorical data. Previous studies have discussed the role that VGHs
play in the utility of anonymized data [19, 41, 54, 72]. They indicate that a good VGH would
improve the usefulness of the data, whereas a poor VGH would reduce the quality of the
data; hence, the precision of the analysis results obtained from it. Although these works
have helped to understand a set of desired properties in VGHs, formal methodologies to
assess VGHs are still scarce as VGHs continue to be judged by the users based on their own
knowledge and experience [34, 45].

A closely related research area is ontology evaluation, as VGHs could be seen as par-
ticular cases of ontologies in which only the is-a semantic relationships are considered.
Several valuable works have been proposed in this field [16, 29, 65]. However, the direct
applicability of those techniques in PPDP is limited as they do not consider the particular
characteristics needed by a VGH in the context of data anonymization. For example, those
techniques usually validate how well the domain of interest has been covered (i.e., granu-
larity). Nevertheless, in anonymization, a trade-off exists between the granularity and the
privacy vulnerability that a VGH should have. This is because, the finer the granularity, the
more useful the anonymized data is, but also the more vulnerable it could be to inferences.

More recently, some data privacy works have proposed to use ontologies (instead of
VGHs) to anonymize data [25, 49, 59]. However, ontologies’ applicability may be limited
as they can bring significant restrictions to anonymization. For example: (1) The size of the
solution space increases with respect to the number of QIDs and the height of their cor-
responding VGHs. Due to the complexity of ontologies’ graph model, the solution space
would substantially increase. Thus, existing anonymization algorithms would not be able
to efficiently handle such deep and broad taxonomies (hence, becoming impractical for
real-world applications); (2) The fine granularity of ontologies can overexpose information
to an adversary such that the anonymized data could still be vulnerable to inference at-
tacks; (3) Ontologies cannot be easily customized to the requirements of the data recipients,
whereas VGHs are more flexible and can be adapted to different use cases (e.g., elimina-
ting undesirable generalizations, controlling the level of explicitness). For these reasons,
our work only uses ontologies as an external source of knowledge for the evaluation of
VGHs; leveraging the fact that many large and consensus ontologies have been made avail-
able [22, 50]. Moreover, multiple ontologies can be integrated to complement each other
and have a more complete source of knowledge [62, 63] (hence, overcoming the limitation
of exploiting a single ontology).

3 Evaluating the Quality of VGHs

In this section, we present the contextual view of our solution applied to the traditional
anonymization process. We also motivate the use of a data semantics-oriented approach to
evaluate VGHs for categorical data. Finally, we describe the elements involved in the VGH
evaluation method including the details about how to compute the GSL score and how it
can be used to perform an a priori evaluation and selection of VGHs.
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Figure 2: Contextual View of APES in PPDP

3.1 Overview

Our proposed solution consists of a method to quantitatively and objectively evaluate the
quality of VGHs for categorical data with the aim of improving their effectiveness for
anonymizing data. Fig. 2 depicts the contextual view of our solution in PPDP: (1) An or-
ganization (e.g., hospitals, government agencies) collects personal information about indi-
viduals and is required to publish it under different circumstances (e.g., research, commer-
cialization). Therefore, this data must be anonymized before being disseminated. (2) Tradi-
tional anonymization consists in transforming the attributes that an adversary could link to
external information (i.e., QIDs), and which could result in the re-identification of an indi-
vidual in an anonymized dataset. Thus, the user classifies each attribute of the dataset into
IDs, QIDs, or SAs. The QID attributes would then be generalized according to a privacy
requirement, an anonymization algorithm, and their associated VGHs. (3) For each QID,
the user creates a set of candidate VGHs modeling the given domain. Several candidate
VGHs can be considered depending on how the user wants to refine the anonymizations
(e.g., to balance the potential utility and privacy of the data). The quality of the VGHs is
then evaluated by the user. Traditionally, this task is performed manually and based on the
user’s own knowledge and experience, so it is time-consuming and error-prone. (4) Once
the user is confident about the chosen VGHs, they are used to anonymize the data. (5) Af-
ter anonymization, the quality of the resulting data is evaluated either by comparing it
to the original data or based on the accuracy obtained from a particular application task.
Likewise, the disclosure risk is also assessed. (6a) If the utility is acceptable high and the
risk is small enough, the data is released. (6b) Otherwise, a new cycle of anonymization
starts (Step 3) in which the anonymization settings (including the VGHs) can be tailored
depending on the user’s objectives.

Considering this, users need to have an efficient and effective manner of assessing the
VGHs and make an informed decision about which VGH to use for their publishing sce-
nario. Our proposed solution fits into Step 3, where the VGHs are designed. (3a) We
provide users with a method that evaluates the quality of VGHs by capturing (in a score
denoted as GSL) the degree of data semantics that VGHs lose in their specification. The
lower the GSL score, the less information loss incurred in a VGH. Our method exploits two
main elements to carry out the VGH evaluation: a knowledge base and semantic similarity
metrics (discussed in Section 3.4.1). The output of our method is one GSL score per evalu-
ated VGH, which enables the users to quantitatively compare the quality of the candidate
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VGHs. Based on GSL, the users can select (a priori) the best VGHs (e.g., those ranked #1) to
feed the algorithm that anonymizes the data with more guarantees that the chosen VGHs
will help to retain the desired level of data usefulness (hence eliminating the need of costly
trial-and-error anonymization cycles).

3.2 A Priori vs. A Posteriori Evaluation

As discussed in Section 3.1, the Traditional Anonymization Process (denoted as TAS) is
usually iterative. In TAS, several configurations can be tested by the users before selecting
an anonymized solution that satisfies their privacy and data utility requirements. Two
examples of possible tested scenarios in TAS are:

1. Evaluating multiple candidate VGHs. This scenario typically involves various can-
didate VGHs which have been defined to model the domain of one attribute in the
dataset. In order to identify the VGH that would produce the best anonymized solu-
tion (e.g., highest utility), the user needs to perform the anonymization of the dataset
with each of the candidate VGHs and calculate the utility of the resulting datasets
(e.g., using an information metric).

2. Evaluating different levels of privacy. In this scenario, different levels of privacy
(e.g., k-values) often need to be tested as there is no fixed standard of privacy to
perform the anonymization (e.g., a minimum size for a disclosed group). In this case,
the user must anonymize the data using each combination of candidate VGHs and
privacy goals to find an appropriate solution that achieves a good trade-off between
the privacy and the utility of the dataset.

The above scenarios describe situations in which the effectiveness of the VGHs is evalu-
ated using an a posteriori approach. This involved significant effort to test various configu-
rations. To tackle this problem, users can leverage on our proposed metric GSL to perform
an A Priori Evaluation and Selection of VGHs. Our strategy (denoted as APES) allows
users to estimate the effectiveness of the VGHs (before anonymization) and identify/select
the ones that better preserve the semantics of the original data. As a consequence, not only
the quality of the resulting anonymized data can be improved but also the efficiency of
TAS, as some trial-and-error cycles can be eliminated.

3.3 Preservation of Data Semantics in Categorical Data

In the following paragraphs, we motivate the importance of preserving the data semantics
in categorical data, and why our solution uses a data semantics-oriented approach to eval-
uate the quality of VGHs for categorical attributes.

Motivation 1. Traditional task-independent metrics do not consider semantics, thus they are limi-
ted in reflecting the data distortion for categorical values.

Data semantics is an implicit property of categorical data. Despite this, traditional data
utility measures in PPDP do not usually take it into account. This is because the quan-
tification of the usefulness remaining in the anonymized data is usually performed using
metrics that are better suited for numerical attributes than categorical. In the scenario of
general-purpose data publishing, two commonly-used types of metrics are: distance-based
metrics (e.g., general loss metric [32, 54], generalization height [61, 68]), and distributional
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metrics (e.g., discernibility metric [15], average equivalence class size metric [39]). For in-
stance, a typical approach is to transform each categorical value to a numeric one, then the
amount of data distortion due to anonymization is determined by the size of the interval in
which the original values have been grouped [32]. Even though these types of metrics cap-
ture a certain level of data distortion, they do not capture the loss in the meaning of data for
categorical values as the same degree of ambiguity is assigned to all values. For example,
consider that “heart disease” is anonymized to “cardiopathy” (its synonym). A semantic-
based approach would correctly capture that both terms are semantically equivalent, thus
the information loss would be zero, as the meaning of the original value is preserved.

Motivation 2. Classical data mining applications treat categorical data at a syntactic level.

Some task-specific metrics also suffer from similar issues as those discussed in Motiva-
tion 1. For example, data mining techniques (e.g., clustering) typically ignore the inherent
semantics of categorical data, which can make the interpretation of the results difficult.
Consider classical clustering, where the comparison of the objects is performed by com-
puting the distance over the raw attributes of the objects. This is often performed using
measures that are based on equality comparisons and/or frequency tables with the num-
ber of occurrences of the terms (e.g., Hamming distance, Chi-Squared) [14]. However, those
methods do not consider the semantics of the concepts being compared. For example, con-
sider the terms: “bus”, “car” and “bicycle”. Traditional approaches would consider them as
equally dissimilar. However, a semantic-based approach would capture more precisely the
degree of similarity between the terms by taking into account their meaning. In this case,
that “car” and “bus” are more similar than “car” and “bicycle” (or “bus” and “bicycle”), as
they are motorized vehicles.

Motivation 3. The loss of information might not be monotonic for poorly-specified VGHs.

The “correctness” of the VGHs that feed generalization algorithms is a property that
most of the anonymization algorithms and data utility metrics take for granted. That is,
they assume that the specification of the VGHs is semantically consistent (i.e., concepts
properly positioned in the VGH based on their semantic proximity and level of abstract-
ness) [46, 61, 68]. Considering this, the loss of information (due to generalization) should
increase monotonically as one goes up in the VGH until reaching the root node, where the
maximum generalization, and thus the maximum loss of information occurs. However, as
it has been motivated in this paper (Section 1), the semantic consistency of a VGH is not
always guaranteed (e.g., lack of expertise of users, limited availability of subject-matter ex-
perts, operational costs). As a result, poorly-specified VGHs can be used in the anonymiza-
tion process. In these cases, the information loss (from a semantic point of view) at a given
level i can be lower than the information loss at the level below it i − 1. This means that
the maximum loss of information may occur at any level of the VGH (not necessarily at the
root node). In such scenario, a semantic-based VGH evaluation approach would help to
correctly position the concepts in the VGH such that the fundamental property of special-
ization/generalization is not infringed.

Considering the above reasoning, we have integrated the use of data semantics in our
VGH evaluation approach with the purpose of estimating more accurately the loss of infor-
mation incurred in the VGH. As a result, well-defined VGHs can be used in data anonymiza-
tion which would help to achieve a higher utility in the anonymized data.
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3.4 GSL: Generalization Semantic Loss

In this section, we describe our approach to evaluate the quality of VGHs relying on a
knowledge base and semantic similarity metrics applied to an anonymization context.

3.4.1 Knowledge Base

In our work, the knowledge base is a crucial element in the evaluation of VGHs. It acts
as a gold standard in which the domain expert knowledge is encapsulated. The knowl-
edge base is represented in the form of ontologies. This approach provides several advan-
tages: Firstly, ontologies often incorporate the consensus opinion of a panel of experts, thus
it mitigates the risk of having partial interpretations and single judgments over the domains
represented in the VGHs. Secondly, the use of ontologies facilitates the interpretability of
the terms in a VGH, hence, facilitating the communication among users working on the
same domain. Thirdly, ontologies represent an efficient and scalable manner to perform an
automatic evaluation of VGHs, in contrast with manual expert-based evaluations.

The semantic content of the ontologies is exploited by semantic similarity metrics to quan-
tify the information loss incurred in a VGH. This is done by measuring the proximity be-
tween the actual values of the original dataset and their generalizations.

In this work we use WordNet [26] as knowledge base, and a set of path-based metrics as
semantic similarity metrics [17]. The richness of WordNet provides a broad coverage of
general concepts (due to its domain-independent knowledge). Furthermore, as it is man-
ually assembled by experts, it provides a high-quality knowledge source [37]. However,
the ontology used as the knowledge base is configurable as it can be tailored to the do-
main of the data being anonymized. There are many large and consensus ontologies avail-
able [22, 50]. For example, general-purpose (e.g., Yago [67]) or domain-specific sources
(e.g., MeSH [3] and UMLS [43] for medical concepts; UNSPSC and NAICS [23] for e-
commerce; geoNames [5] for geospatial information). Additionally, the exploitation of a
single ontology does not represent a limitation, as much research has been done to support
the integration of multiple ontologies [63].

3.4.2 Computing the GSL Score

The quality of a VGH is quantified by GSL, which is a score that indicates how good a
given VGH would be to perform the anonymization of a dataset. Note that GSL is not a
data utility metric, which measures the quality of the data after the anonymization occurs.
In contrast, GSL aims to capture, a priori, the degree of semantic information loss that
would occur in the anonymized data, due to generalization using a particular VGH.

From a data utility point of view, lower values of GSL are desirable, as it would suggest
a higher retention level of the meaning of the original data in the specification of the VGH.
The GSL can be quantified at four different degrees: TransGSL, LevelGSL, VghGSL and
VghSetGSL. In the following paragraphs, we provide the definitions of those scores.

Definition 1. The GSL for a transition edge in a VGH (denoted by TransGSL) captures the
semantic loss caused by a single generalization that transforms an original term (located at
a leaf node) to any of its possible anonymized states (located at the ancestor nodes), as
depicted in Fig. 3. TransGSL is given by (1) and is defined as the semantic dissimilarity
between a term in a leaf node, l, and a term in an ancestor node, a.

TransGSL(l, a) = 1− Sim(l, a) (1)
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In Eq. 1, the value of 1 represents the maximum similarity value for the WuP metric
(Eq. 9 in Appendix A). This value also corresponds to the upper limit for Sim(l, a) in Eq. 1
(i.e., Sim(l, a) ≤ 1). If an alternative semantic similarity metric is used, this 1 must be
replaced by the maximum value produced by the chosen metric (i.e., the similarity score
between a concept and itself).

Definition 2. The GSL for the level i in a VGH (denoted by LevelGSL) is defined as the
overall semantic loss occurring at level i, which represents an anonymized state for the
modeled QID. LevelGSL is determined by applying an aggregation function, F , to all the
TransGSL scores T i

j that go from the jth leaf node to its ancestor in level i. LevelGSL is
given by (2):

LevelGSL(i) = F(T i
1, . . . , T

i
n) (2)

The function F combines the T i
j scores into a representative value for each level of a VGH.

Thus, diverse aggregation and fusion techniques can be used [71]. The choice depends on
the intended analysis to be performed by users. For example, considering the maximum
function (see 3a) would help to identify the transformations causing the highest semantic
losses in the VGH; whereas the average function (see 3b) can serve to compare the overall
quality of the VGH levels.

F(s1, ..., sn) =


max
i∈[i,n]

si, if F is maximum

1

n

n∑
i=1

si, if F is average

(3a)

(3b)

Definition 3. The GSL for a VGH (denoted by V ghGSL) is the main score in our evaluation
scheme, as it represents the overall quality of a VGH. VghGSL is defined as the weighted
sum of the LevelGSL scores. It is given by (4):

V ghGSL(V ) =

h∑
i=1

wi · LevelGSL(i) (4)

where h is the height of the VGH, i is the index of a level in the VGH, and wi is a predefined
weight associated to the i level. The weights are chosen such that, for 1 ≤ i ≤ h, 0 < wi < 1,
and

∑h
i=1 wi = 1. Different weighting schemes can be used, as the ones given in (5):

wi =


1

h
if weighting scheme is uniform

(h+ 1− i)∑h
j=1 j

if weighting scheme is level-based

(5a)

(5b)

Weights are the manner in which the taxonomical structure of the VGH (e.g., height) is
also considered into the evaluation score. For example, a generalization occurring in a flat
VGH would produce a higher loss than one in a taller VGH. Furthermore, weights can
be used to penalize the abstraction/specificity of the terms in the VGH. In the following
paragraphs, we provide more details about the presented weighting schemes.

Uniform Weight. In this scheme, all the levels of the VGH obtain the same penalty (as
given by Eq. 5a). It is defined with the aim of using the arithmetic mean in the computation
of VghGSL. The reasoning is that, as it is not known how many generalizations will be
applied to the data, all the levels have the same probability of satisfying the privacy goal.
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Level-Based Weight. In this scheme, the weight is determined by the VGH level under
consideration. The idea is to magnify the differences in semantics for the generalization at
the lower levels of the VGH, where the more specific levels are found (as given by Eq. 5b).
This follows a basic principle behind most semantic similarity metrics which is that the
concepts at the lower levels are more similar than those at the upper levels (as those are
more abstract). However, in our case, this is applied with respect to the VGH structure.

Definition 4. The VghGSL score definition (Eq. 4) can be extended to the multi-attribute
QID scenario as follows: Let QIDs = {A1, . . . , An} be the set of n attributes composing
the QID set in a dataset, whose domains are represented by a set of n individual VGHs,
V ghSet = {V1, . . . , Vn}. An aggregated quality score can be obtained for the VghSet (de-
noted by V ghSetGSL) as given by (Eq. 6):

V ghSetGSL(V1, ..., Vn) =
1

n

n∑
i=1

pi · V ghGSL(Vi) (6)

where Vi is a VGH in the VghSet and pi is a predefined user preference to tailor the
anonymization to a specific use case. Such preferences are specified as weight values rep-
resenting the importance of certain attributes for an analysis task. For example, the users
may prefer to discourage generalizations on specific attributes that can decrease the utility
of the anonymized data.

Example 2. To illustrate the different degrees of GSL and the benefits of leveraging data
semantics to carry out VGH evaluation, let us consider a univariate dataset where the QID
attribute refers to occupation values. The user has created a VGH (based on her own knowl-
edge) for this QID as shown in Fig. 3. The leaf nodes correspond to the original values in
the dataset. The ancestor nodes correspond to the candidate values used for the general-
izations. To demonstrate our approach, we use the WuP metric (Eq. 9 in Appendix A) to
compute the semantic dissimilarity between two terms, and WordNet as the knowledge
base. The senses (in WordNet) for each concept are shown next to each word in the VGH.

Applying Eq. 1 to all the leaf-ancestor transitions, we obtain the TransGSL scores shown
in Table 3. Ideally, more general terms are located at higher levels in the VGH and more
specialized terms are lower in the VGH in order to be semantically consistent. However,
there are imprecisions in the VGH which might not be easy to identify at first sight without
the help of the TransGSL scores. For example, the semantic loss caused by the transfor-
mation “ophthalmologist”→“medical practitioner” in L1 (i.e., 0.1111) is higher than the one
caused by “ophthalmologist”→“doctor” in L2 (i.e., 0.0714). This indicates that the ancestors
of “ophthalmologist” have not been correctly positioned in the VGH (based on their level of
abstractness and coverage of their domain), as “doctor” is more specific than “medical practi-
tioner”, which is a broader concept that can also include “nurses” or “pharmacists”, who are
not “doctors”. Thus, “doctor” should be a subclass of “medical practitioner”, not vice versa.
Another case of semantic inconsistency can be observed in the transformations specified
for the terms “optician” and “optometrist”, as a moderate loss is incurred (i.e., 0.3043 and
0.3333). This is because although these terms refer to people involved in eye caring, they
are not “medical practitioners” or “doctors”. Finally, by inspecting the TransGSL scores the
users can also detect inconsistencies in the is-a taxonomic relationships defined in the VGH.
For example, the “math/music teacher”→“education” transformations, where a more appro-
priate ancestor term would be “educator”.

Table 3 also shows the LevelGSL scores (Eq. 2), which have been computed using average
as the aggregation function (Eq. 3b). The LevelGSL values indicate that the semantic loss is

TRANSACTIONS ON DATA PRIVACY 10 (2017)



38 V. Ayala-Rivera, P. McDonagh, T. Cerqueus, L. Murphy, C. Thorpe

Figure 3: A VGH specified for occupation

Table 3: GSL scores for the occupation VGH

Leaf Nodes Level 1 Level 2 Level 3
Teacher Medical Animal Coach Education Doctor Trainer Occupation

practitioner trainer
Math teacher 0.0400 - - - 0.8261 - - 0.8095
Music teacher 0.0400 - - - 0.8261 - - 0.8095
Surgeon - 0.0769 - - - 0.0370 - 0.8182
Ophthalmologist - 0.1111 - - - 0.0714 - 0.8261
Optician - 0.3043 - - - 0.3333 - 0.7895
Optometrist - 0.3043 - - - 0.3333 - 0.7895
Tamer - - 0.0435 - - - 0.0909 0.8000
Baseball coach - - - 0.0435 - - 0.0909 0.8000
LevelGSL 0.1205 0.3261 0.8053
VghGSL 0.4173

higher as one moves up higher in the VGH, which is in general correct, as the most specific
terms should be located lower in the VGH. This table also shows the VghGSL score (Eq. 4),
which has been computed using a uniform weighting scheme (Eq. 5a). VghGSL represents
the overall quality for the VGH.

In the above example, we illustrated some of the benefits that our approach offers to the
users in terms of facilitating the evaluation of VGHs, such as: (1) Inconsistent specifications
introduced in the VGH can be easily identified (e.g., misclassifications, redundancies, in-
correct term positioning); (2) A clearer differentiation can be made between terms that look
similar; (3) Users do not have to depend on the limited availability of knowledge engineers
and the associated cost as the required expert knowledge is reduced; (4) Users mitigate the
risk of relying on the subjective judgment of a single individual expert as the knowledge
base is represented by consensual ontologies often created by a panel of experts.

4 Experimental Setup

In this section, we describe the experimental methodology, the developed prototype, the
test environment, and the parameters that defined the evaluated experimental configura-
tions: the selected datasets, VGHs, anonymization algorithms, and privacy settings.

4.1 Experimental Methodology

To evaluate our proposed approach, we conducted a series of experiments that pursued the
following objectives: (1) to investigate how the utility of anonymized datasets is impacted
by the quality of the VGHs used; (2) to demonstrate how GSL offers a reliable and objective
mechanism to identify well-specified VGHs; (3) to show how GSL helps to improve the
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quality of anonymized datasets and to reduce the overall effort spent on the anonymization
process; and (4) to assess the costs of using our approach.

For this purpose, a set of VGHs (that served as the candidate VGHs to be compared) was
created modeling the domains of various datasets’ attributes (see Section 4.3). We consid-
ered two scenarios: single-attribute and multi-attribute, which consisted in using two sizes
of QIDs (denoted by |QIDs|). We firstly used |QIDs|=1 to study the influence that each
individual VGH had in the anonymization process. Secondly, we used |QIDs|=4 to evalu-
ate the applicability of the GSL metric when multiple attributes are combined. The quality
of the candidate VGHs was measured using the GSL metric, which allowed to compare
them in a quantitative way. Later, we tested the effectiveness of the VGHs by using them in
the anonymization of various datasets using two well-known anonymization algorithms
and different levels of privacy (see Section 4.4). Next, we measured the quality of the re-
sulting datasets using both task-independent and task-dependent data utility metrics (see
Section 5). Finally, we performed different types of analysis to assess the benefits, costs,
and reliability of our proposed solution (see Section 6).

4.2 Prototype and Environment

The experiments were performed in a computer with an Intel Core i5-4310U CPU at 2.00Ghz,
8GB of RAM, Windows 7 64-bit, and the Oracle HotSpot Java Virtual Machine version 7
with a 1GB heap. Our prototype was implemented in Java; internally it uses the WordNet
Similarity for Java (WS4J) library [6] for all the semantic similarity computations.

4.3 Evaluation Data

Our evaluation data consisted of a set of datasets and VGHs. The following paragraphs
briefly describe them:

• Evaluated Datasets. We used four publicly available datasets. The first two datasets
were Adult and German Credit from the UCI Repository [42]. Both datasets have been
widely used by the data privacy community in the past to evaluate anonymization al-
gorithms, in particular, k-anonymity techniques [12, 32, 34, 39, 40]. The Adult dataset
consists of 30,162 records (after removing those with missing values) with census
information. The German Credit consists of 1,000 records with credit applicants in-
formation. The third dataset was the Chicago Homicide dataset [1]. This dataset is
particularly interesting due to the diversity of categorical values that it contains (in
comparison to Adult and German Credit). It consists of 23,817 records with informa-
tion about homicides filed by the Chicago Police Department for the years 1965-1995.
The fourth dataset was the Insurance dataset [2], which contains 10,000 records with
personal information that can be of interest to an insurance company for carrying out
a risk assessment on potential clients.

For each dataset, we considered a set of categorical attributes as QIDs whose do-
main must be modeled in a VGH in order to be anonymized. We considered those
attributes having the most distinct values, as it allowed us to have a diverse set of
candidate VGHs to evaluate our proposed metric. For the single-attribute scenario,
all the attributes shown in Table 4 were used. For the multi-attribute scenario, four
attributes (highlighted in bold in Table 4) from the Chicago Homicide and the Insur-
ance datasets were used.
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Table 4: QIDs considered for VGH evaluation and anonymization
Dataset Attribute Cardinality Attribute Index
Adult Occupation 14 7

GermanCredit Purpose 12 3
Location 96 46
PHome 11 48

POutdoor 33 56
ChicagoHomicide CausalFactor 47 59

VicRelation 95 71
OffRelation 95 72

WClub 57 106
WKnife 25 109

Occupation 60 3
Insurance Workplace 29 4

Hobby 40 5
PlaceOfHobby 32 6

• Evaluated VGHs. For the single-attribute scenario, our testbed consisted of 100 can-
didate VGHs for each QID attribute. Those VGHs were created by perturbing the
semantic content of an ideal VGH which was constructed by extracting the minimal
taxonomy from WordNet for each in-scope attribute of our evaluated datasets. In or-
der to obtain VGHs that yielded a varied range of quality scores for our tests, we ap-
plied diverse transformations to the ideal VGH, such as: removing levels in the VGH,
aggregating nodes in different groups, and replacing the terms of the ancestors with
another one that is within a semantic similarity boundary. For the multi-attribute sce-
nario, three sets of VGHs were created based on the involved attributes. Each VGH
set consisted of those VGHs having the best (ranked #1), the worst (ranked #100), and
a medium (ranked #50) quality according to their individual GSL scores.

Finally, it is worth mentioning that most of the attributes’ values in the evaluation data
corresponded to concepts that were directly found in WordNet. Only a few values were
not found directly (due to their ad-hoc linguistic labels). In such cases, the values were
mapped to a closely-related WordNet concept (this strategy has been used in previous
works [13, 47]). In our work, it is assumed that the correct sense for a noun is provided
along with the VGH. This is because the area of automatic word-sense disambiguation is a
broad research field on its own [53] and is beyond the scope of our paper. As the users are
usually involved iteratively in the whole anonymization process, a manual disambiguation
is a reasonable precondition to perform the evaluation of VGHs for the time being.

4.4 Anonymization Algorithms and Privacy Settings

To evaluate the effectiveness of the VGHs and the accuracy of GSL, we used Datafly [68]
and Incognito [38], which are two anonymization algorithms widely-cited and highly-
known in the data privacy field [9, 27]. Moreover, as they use distinct strategies of anonymi-
zation, we were able to further broaden the tested scenarios. Datafly is a greedy heuristic
algorithm that generalizes the data until every combination of QID values appears at least
k-times. Although this algorithm guarantees a k-anonymous solution, it does not provide
the minimal generalization [61]. Incognito is an algorithm that constructs a generalization
lattice representing the solution search space. It traverses the solution space performing a
bottom-up breadth-first search and pruning parts of it by using predictive tagging. Incog-
nito produces globally optimal results. In our work, we used the implementations publicly
available in the UTD Anonymization Toolbox [4] as the core versions of the algorithms.
Since the aim of our evaluation is to assess the semantic usefulness of the anonymized
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datasets, we must employ semantic heuristics (to share the same principle of data util-
ity [27]). Hence, the original distribution-based approach of both algorithms was replaced
with semantic-aware versions (following a strategy similar to those of previous works in
the literature [44, 47]).

Finally, in terms of privacy settings, we adopted k-anonymity [61] as the chosen privacy
model. This is because, as discussed in Section 2.1, it is a fundamental and representative
anonymity principle in the privacy area [12]. We varied the tested k-values as k ∈ [2..100].
The broad range of the values used in these experiments was selected on the basis of those
commonly used in the literature [15, 33, 38, 39, 76].

5 Evaluation Criteria

In this section, we describe the metrics used in our experimental evaluation in terms of the
VGH quality, data utility, efficiency of the anonymization process, and the different costs
(i.e., resource utilizations) of using our solution.

5.1 VGH Quality

The quality of the VGHs is expressed in terms of our GSL metric (presented in Section 3.4).
For each VGH, we calculated the VghGSL score using the average as the aggregation func-
tion (Eq. 3b). Since GSL leverages semantic similarity measures, we used two widely-used
path-based metrics that are part of the WS4J library [6]: Wu and Palmer (WUP) [75] and
Leacock and Chodorow (LCH) [36]. This decision was made in order to assess the gen-
erality of GSL with respect to the used semantic similarity metric. These metrics capture
the similarity of two concepts by measuring how closely they are related in a taxonomy
(i.e., their structural relations). WUP takes into account the depth of the concepts in a tax-
onomy and the depth of their least common subsumer. LCH considers a similar approach
but also takes into account how deep each of the concepts is in the taxonomy. Readers can
refer to Appendix A for the WUP and LCH metrics calculation.

5.2 Data Utility

To evaluate the effectiveness of the VGHs, we measured the utility of the data after anonymi-
zation. This involved using a mixture of task-independent and task-dependent metrics.
This hybrid strategy was chosen in order to perform a more robust assessment of GSL
with respect to its capability to estimate the quality of the anonymized data. The following
paragraphs briefly describe the selected metrics:

• Task-Independent Metrics. In our work, we firstly focused on applying two well-
known task-independent metrics as not knowing in advance the analysis task that
the data recipients will perform over the anonymized data is an essential premise of
PPDP. Thus, the metrics considered were: Semantic Information Loss (SemILoss) [49]
and Semantic Sum of Squared Errors (SSE) [25]. SemILoss measures how seman-
tically different the anonymized values are, on average, compared to the original
ones. Semantic SSE is an adapted version of the traditional SSE metric, which has
been widely-used in the area of statistical disclosure control with microaggregation
methods [24]. Semantic SSE integrates semantic similarity metrics to calculate the
distance between the original records and their anonymized version (which acts as
the centroid of an anonymized group) [7, 47, 48].
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• Task-Specific Metrics. We also evaluated the utility of anonymized solutions in a
task-specific context (from a data mining point of view) by performing clustering
over the anonymized datasets. For this purpose, we compared the similarity between
the clusters obtained from the original data against the ones obtained from the data
that was anonymized using each of the candidate VGHs. In this manner, we could
determine which VGHs produced the best solutions. In the clustering process, we
used the Ward’s method [74] to perform a hierarchical clustering and the Calinski-
Harabasz variance ratio criterion [18] to determine the appropriate number of clus-
ters in each dendrogram to be compared (i.e., final partition). To compare the quality
of the clusters we used two representative clustering evaluation metrics: the Rand
index (Rand) [58] and the Normalized Mutual Information (NMI) metric [66]. Rand
is a pairwise agreement metric that assesses whether each pair of data points are ei-
ther clustered together or separated into different clusters. NMI is an entropy-based
metric that relies upon concepts from information theory to measure how much infor-
mation is shared between partitions of clusters. Both metrics range between 0 and 1;
larger values indicate a higher similarity between the partitions. These metrics were
computed using the framework presented in [20].

Readers can refer to Appendix B for the equations of the previously discussed data utility
metrics, as well as the detailed methodology used for performing the cluster comparison.

5.3 Anonymization Efficiency

Selecting a priori the best VGHs to perform the anonymization of data cannot only im-
prove the quality of the resulting data but also the efficiency of the anonymization process.
In particular, this is desirable in scenarios of continuous data publishing. These improve-
ments can be achieved by reducing the overall effort spent by the users. For this reason, we
also assessed the time-saving benefits that APES can bring to the TAS scenarios (described
in Section 3.2). For this purpose, we compared the time taken to anonymize data using
TAS, against the one using APES. For this part, all the associated stages of the correspond-
ing anonymization process (from pre-processing the dataset until saving the anonymized
dataset), for each of the candidate VGHs, were considered. This strategy is similar to the
one used in [12]. The following paragraphs briefly describe the used metrics:

• TAS Efficiency. The execution time taken for an experimental configuration (e.g., one
evaluated k-value) using TAS (tTAS) involves the anonymization time using the n can-
didate VGHs. For each VGH, its anonymization time includes the original dataset
reading/uploading (ri), the anonymization (ai), the anonymized dataset writing (wi),
and the time taken to evaluate the utility of the anonymized solution according to the
SSE metric (ui). This is given by (7):

tTAS =

n∑
i=1

(ri + ai + wi + ui) (7)

• APES Efficiency. The execution time taken for an experimental configuration using
APES (tAPES) includes the time spent on the quality evaluation of the n candidate
VGHs using the GSL score (ei), plus the elapsed time of the anonymization process
using the best VGH (B) according to its GSL score. That is, the original dataset read-
ing/uploading (rB), the anonymization (aB), the anonymized dataset writing (wB),
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and the time taken to evaluate the utility of the anonymized solution according to the
SSE metric (uB) from the best VGH. This is given by (8):

tAPES =

n∑
i=1

(ei) + rB + aB + wB + uB (8)

It is worth noting that when using TAS, the users generally face the overhead of uploa-
ding a dataset m times (where m is the number of configurations to be tested). This con-
straint is usually dependent on the framework used by users to perform the anonymiza-
tion [4, 21, 56]. In our case, the framework used in our experiments exhibited that overhead
behavior [4]. This behavior exemplifies how anonymization can be very time-consuming,
as it is a process influenced by multiple factors. To isolate the overhead of uploading the
data many times, we equalized the reading times for both approaches (i.e., TAS and APES).
That is, the reading time was considered only once in the comparison, thus favoring to
some degree the competitor approach TAS versus ours.

5.4 Resource Utilization

Finally, we also studied the costs of using our proposed solution. That is, we also assessed
the computational resources required to perform the quality evaluation of VGHs (i.e., GSL
computation). The main monitored metrics were: memory consumption (MB), CPU us-
age (%), and execution time (ms). The garbage collection (GC) was also monitored because
it is an important performance concern in Java [55]. For all metrics, lower values are better.

6 Experimental Results

In this section, we present the results obtained from our evaluation in terms of the metrics
relevant to each experiment. We conclude with a final discussion for data publishers.

6.1 Data Utility Results

Our analysis initially focused on assessing the capacity of the GSL metric to capture (a
priori) the effectiveness of the VGHs for anonymizing data. This was done from a task-
independent and a task-specific perspective. The aim was to evaluate the improvements
that GSL can bring to the utility of the anonymized data for single- and multi-attribute
scenarios.

Task-Independent Perspective. For this analysis, we firstly investigated the degree of as-
sociation between the scores representing the quality of the VGHs and the utility of the
anonymized datasets. In this manner, we could investigate the accuracy of GSL. For
this purpose, we used the Spearman’s rank order correlation (rSpm) which measures the
strength of a monotonic relationship (but not necessarily linearly related) between paired
data [64]. rSpm can take values from -1 to +1; the closer the value is to ±1, the stronger the
relationship. For the sake of clarity, the QIDs in the figures are labeled using their corre-
sponding dataset name and attribute index (e.g., H46 corresponds to the attribute 46 of the
Homicide dataset).

Fig. 4 shows the correlations obtained between the anonymized data utility (quantified
with SSE and SemILoss across all the tested k-values) and the VGH quality scores (GSL
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Table 5: Rating Scale for the Spearman’s rank order correlation

Ranges Category
0.90 ≤ rSpm ≤ 1.00 Very Strong
0.70 ≤ rSpm < 0.90 Strong
0.50 ≤ rSpm < 0.70 Moderate
0.30 ≤ rSpm < 0.50 Weak
0.00 ≤ rSpm < 0.30 Very Weak

computed with WUP and LCH) per dataset attribute. The strengths of the correlations ob-
tained across all datasets were in the category of strong and very strong (according to the
commonly accepted qualitative interpretation of rSpm [52], shown in Table 5). The correla-
tions for SSE and GSLWUP ranged between 0.72 and 0.99 (with an average across all tested
datasets/QIDs of 0.93 and a standard deviation of 0.07), whereas the ones for SemILoss and
GSLLCH ranged between 0.77 and 0.96 (with an average of 0.91 and a standard deviation
of 0.06). These results proved that GSL worked well, as it was able to capture with a good
degree of precision the effectiveness of VGHs as the VGHs qualified as “well-specified” by
our metric were the ones that gave the best results. Moreover, the results obtained with
GSLWUP and GSLLCH were similar (as they achieved comparable trendings), demonstrat-
ing the generality of GSL with respect of the chosen semantic similarity metric. It can also
be noticed how the accuracy of GSL was relatively similar across the four tested datasets
(with most rSpm correlations above 0.90), meaning that GSL worked well irrespectively of
the tested dataset. The lowest correlation was experienced with H48. This behavior is ex-
plained by the fact that this QID belongs to a relatively homogeneous domain (i.e., home)
and it also has a very low cardinality (i.e., 11). These two characteristics combined pro-
voked that the VGHs for this QID were significantly flat (e.g., their average depth was
4 levels). As a consequence, the anonymized solutions for this QID reached the root node
considerably more frequently than the other QIDs (hence, experiencing its maximum data
distortion and making the VGHs indistinguishable from each other in terms of their qual-
ity). It is worth noting that, even in such conditions, the correlation of GSL remained within
the strong category.
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Figure 4: Corr. Comparison between VGH Quality vs Data Utility Scores for |QIDs|=1
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Figure 7: SSE for |QIDs|=4

To complement the discussion of this analysis, the highest and the lowest correlations
obtained for each dataset are shown in Fig. 5. For the sake of brevity, we only present the
results for SemILoss and GSLLCH . However, similar trends were obtained for the other
configurations. The upward trends observed in the figures indicate that the effectiveness
of the VGHs in the anonymization positively correlates with their quality. In this case, an a
priori selection strategy brought improvements in the utility of all the anonymized datasets
between 16% and 98% for SemILoss; and between 22% and 99% for SSE. In this context,
these improvements corresponded to the differences in data utility that can be achieved by
using the best VGHs, compared to the worst ones, for anonymizing the data.

As next step, we analyzed the results for the multi-attribute scenario. They are depicted in
Figs. 6 and 7, which show the performance that each VGH set obtained, on average, across
all the tested k-values. Similar to the single-attribute scenario, upward trends are observed
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in the figures, indicating that the effectiveness of the VGH sets in the anonymization posi-
tively correlated with their quality. When comparing both datasets, it can be noticed how a
lower information loss was obtained for the Insurance dataset. This is because the quality of
its VGHs was better than those defined for Homicide. For example, the GSL quality scores
for the best, medium, and worst VGH sets of Insurance were 0.0491, 0.2027, and 0.4397,
respectively. Whereas for Homicide they were 0.1810, 0.3583, and 0.6856, respectively. For
the multi-attribute scenario, the a priori VGH selection strategy brought improvements in
the utility of the anonymized datasets between 29% to 57% for SemILoss; and from 49% to
81% for SSE. Similarly to the single-attribute scenario, these improvements corresponded
to the differences of using the best VGH set, versus the worst one for anonymizing data.

Task-Specific Perspective. In the following paragraphs, we present the results of the com-
parison done between the clusters obtained from the original data and those obtained from
the data anonymized with the candidate VGHs. Figs. 8 and 9 depict the results for the
single- and multi-attribute scenarios, respectively. For the sake of brevity, in the single-
attribute scenario we only present the results for five representative VGHs belonging to the
location domain of the Homicide dataset (i.e., H46) whose quality score (GSLWUP ) ranged
between 0.26 and 0.6957. This domain was chosen to illustrate the obtained results due to
its cardinality (i.e., 96), which was the highest among the tested domains. For this experi-
ment, we anonymized the Homicide dataset using a value of k=10 when |QIDs|=1 and
k=2 when |QIDs|=4, as they offered a moderate degree of privacy and a good level of data
utility preservation (avoiding over-generalization of the data).

The downward trend observed in Figs. 8 and 9 indicate that highly-ranked VGHs (based
on their GSL score) preserved the utility of the original data better than the lower-ranked
VGHs, therefore, allowing a better interpretation of the data. Some poorly-defined VGHs
even obtained a clustering level agreement close to zero. This is because the anonymization
using such VGHs reached the root node (i.e., maximum generalization), which means that
all the records were clustered together making the records indistinguishable from each
other. Finally, it is worth mentioning that a similar behavior (i.e., a downward trending)
was exhibited by the rest of the attributes in the evaluated datasets. The main difference
among them was that the slopes of the trends varied.

Summary. In conclusion, this analysis demonstrated that GSL offers a reliable mecha-
nism to identify well-specified VGHs as it estimated well the effectiveness of the VGHs.
As a consequence, the utility of the anonymized data was improved (as showed by task-
independent and task-dependent criteria). We also validated that our evaluation approach
correlated well regardless of the semantic similarity metric used to calculate the GSL score.
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6.2 Anonymization Efficiency Results

Our next analysis focused on assessing the benefits of using APES to help to improve the
efficiency of the anonymization process by reducing the effort spent on the design of VGHs.
In the following paragraphs, we present an effort comparison between anonymizing the
data using TAS versus APES.

To offer a more comprehensive analysis, we discuss our results from two perspectives
(presented in Section 3.2): (1) when a user needs to test multiple candidate VGHs to choose
the best one for a predefined configuration, and (2) when a user needs to test different
levels of privacy (e.g., k-values) with each of the candidate VGHs. For the sake of brevity,
we present the results corresponding to the Homicide dataset. This is because they are
representative of our identified findings and observations, which are equally applicable to
the other datasets.

(1) Evaluating multiple candidate VGHs. Figs. 10 and 11 depict the total time taken by
the anonymization process (using TAS and APES) as the number of candidate VGHs in-
creases. Fig. 10 shows a single-attribute scenario, in which 100 candidate VGHs were avail-
able for modeling the domain of one attribute (i.e., H46). An upward trend over time can be
observed for TAS. This is because, as more candidate VGHs needed to be evaluated a poste-
riori (to find the best one), the time of the overall anonymization process increased substan-
tially (due to the need to perform multiple trial-and-error anonymization cycles). On the
contrary, the trend for APES remained practically steady (with marginal increases) having
an average anonymization time of 19.54 mins (with a standard deviation of 0.17 mins). This
is because with APES the best VGH could be known before anonymization. Hence, it was
only one VGH which was used to perform the anonymization of the data. Moreover, the
time differences within APES among the number of candidate VGHs were small, as they
only corresponded to the time taken to compute the GSL score for the candidate VGHs
(as reflected in the low standard deviation). In this scenario, by using an a priori strategy
(depicted by APES), we obtained performance improvements that ranged between 54%
and 93% which corresponded to time-savings of 22.62 mins and 264.65 mins (times corre-
sponding to the cases of evaluating 10 and 100 candidate VGHs), respectively. A similar
behavior can be observed in Fig. 11, which shows a multi-attribute scenario in which 3 can-
didate VGH sets were available for modeling four domains of the Homicide dataset. In
this scenario, the average anonymization time using APES was 133.48 mins (with a stan-
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dard deviation of 0.02 mins) and the achieved performance improvements ranged between
45% and 60% which corresponded to time-savings of 111.39 mins and 201.15 mins, respec-
tively. Similar performance improvements were obtained for the Insurance dataset, where
the time-savings ranged between 62.09 mins and 113.08 mins.

(2) Evaluating different levels of privacy. Based on the previously observed behaviors,
our hypothesis was that improvements should also be obtained when testing different lev-
els of privacy. This is because, to fulfill this usage scenario, the TAS process also required
the anonymization of the datasets several times (one per candidate VGH/k-value combi-
nation). Therefore, offering potential time-savings to exploit. This was confirmed by the
results of this experiment. Even though there were some minor variances in the percentage
of improvements that APES achieved, the improvements were closely similar, across the
different k-values, per tested dataset/QID combination. This is visually shown in Figs. 12
and 13, which depict the total time taken by the anonymization process as the value of k
increases for |QIDs|=1 and |QIDs|=4, respectively. For example, in Fig. 12 it can be ob-
served that the overall improvements of using APES were more than 91% compared to
using TAS; this represented time-savings of more than 3.80 hrs. Larger benefits can be ob-
served for the multi-attribute scenario shown in Fig. 13, where the improvements achieved
up to 67% (approximately 3.83 hrs). Similar time-savings were obtained for the Insurance
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dataset, where the improvements achieved up to 66% (approximately 2.71 hrs). The bene-
fits obtained for the multi-attribute scenario were significant, in particular considering that
only 3 VGH sets were involved. This is because the number of QIDs was larger, which con-
siderably increased the size of the anonymization solution space. As a consequence, the
anonymization time using TAS significantly increased too. To complement this analysis,
by having a better understanding of the phases which were benefited by the usage of GSL,
Figs. 14 and 15 show the time that both schemes (TAS and APES) spent in each phase of the
anonymization process. These figures present a breakdown of the experimental configura-
tions when k=10 and |QIDs|=1, and when k=2 and |QIDs|=4. It can be observed that APES
offered time-savings benefits in all the phases of the anonymization process. In particular,
to the anonymization phase, which is usually the most time-consuming phase when the
number of QIDs is large. Finally, it is worth remarking that our time analysis assumed
that the reading time of both APES and TAS approaches were equal, even though it was
not the case (as explained in Section 5, the dataset reading actually occurred every time
the anonymization process happened). This decision was taken in order to offer a more
conservative perspective of the time-savings gained by the usage of GSL. However, bigger
time-savings can be expected (compared to the reported ones) if the real reading time of
using TAS is considered (as it experienced a linear growth with respect to the number of
candidate VGHs used for anonymizing the datasets).

Summary. In conclusion, the results of this experiment showed how the potential time-
savings that GSL can bring to the anonymization process are significant. This is because
GSL enables users to perform an a priori evaluation of the candidate VGHs in order to
identify the best one and use it for anonymization (i.e., APES). As a consequence, the need
of costly trial-and-error anonymization cycles (i.e., TAS) is eliminated.

6.3 GSL Costs

Finally, we also assessed the costs associated with using GSL to evaluate the quality of
VGHs. These results are shown in Figs. 16a, 16b, and 16c, which depict the execution time,
CPU, and memory utilizations of the evaluation process of the 100 VGHs in our testbed,
per dataset.

The computation of GSL proved to be lightweight in terms of CPU and execution time. For
example, the evaluation of Homicide, which is the dataset whose attributes are the most
diverse (i.e., highest cardinalities), took an average of 38 sec (with a standard deviation
of 3.3 sec). Moreover, the unitary time cost of evaluating a single VGH in all datasets was
310 ms (with a standard deviation of 45 ms). Similarly, the CPU usage never exceeded 22%
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(meaning that there was a considerable amount of idle resources to support larger work-
loads). In terms of memory, our evaluation only used approximately 45% of the available
memory. Finally, only a minimal amount of time (i.e., less than 3% in all cases) was spent
on GC. This was another positive indicator that the memory settings were appropriate for
the computation of GSL. The factors influencing the computational costs of GSL are the
semantic similarity metrics used and the taxonomical properties of the VGHs (e.g., depth,
breadth, number of leaves).

Summary. In conclusion, the results of this experiment showed that the usage of GSL is
lightweight in terms of its consumption of computational resources, making it practical for
real-world usage.

6.4 Final Discussion

The presented experimental results have proven how the usage of GSL can substantially
enhance the performance of the anonymization process by accurately estimating the qual-
ity of the candidate VGHs. In the following paragraphs, we provide guidelines for data
publishers to understand the conditions under which GSL can be useful and discuss the
wider application of the approach.

a) In this paper, we proposed a quantitative mechanism to assess the quality of VGHs.
The GSL score can be used by data publishers to identify (or design) well-specified
VGHs so that their effectiveness is estimated before conducting the anonymization
process. As a result, not only the effort and expertise required to properly evaluate
VGHs can be reduced, but also higher quality VGHs can be used in anonymization
which improves significantly the utility of the resulting anonymized data. It should
also be noted that while the utility of the anonymized data is enhanced (by better
preserving the semantics of the original data), the privacy remains the same, as the
privacy goal set by the data publishers is not impacted. In our experimental evalua-
tion, the k-anonymity levels were satisfied while the semantic utility of the data was
improved. This means that the anonymized data kept the same protection degree and
vulnerabilities of the chosen privacy model. For instance, when using k-anonymity,
even though the data satisfies the given k-value, the re-identification risk may not
be necessarily 1/k. This is because k-anonymity assumes that each record in the ta-
ble represents a distinct individual; otherwise, the achieved k may actually represent
fewer than k record owners (hence involving a higher risk of re-identifying the data).
This well-known k-anonymity vulnerability has been addressed in the literature by
other anonymization models. For example, the (X,Y )-anonymity [73] stipulates that
each value on X (i.e., QID) is associated with at least k distinct values on Y (i.e., a
key in the table that uniquely identifies record owners). Therefore, it is important
for data publishers to select the privacy model that better fits their needs. Moreover,
even though our experimental evaluation used k-anonymity, our approach is not tied
to a particular privacy model or its associated goal. Instead, the weights (discussed
in Section 3.4) can be used to tailor GSL to the desired model.

b) As shown in our experiments, GSL captures well the quality of the VGHs. Neverthe-
less, we identified two scenarios in which the accuracy of the GSL score decreased:
(1) when the data was over-generalized and (2) when non-optimal anonymization
algorithms were used. The first scenario occurs when an anonymization solution
reaches the root node of the VGH (i.e., maximum generalization). Such situation can
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emerge when a QID, which has a low cardinality and/or which belongs to a homo-
geneous domain, is modeled in a VGH. When those factors are combined, the created
candidate VGHs can be relatively flat and share similar structural properties. Thus, it
is likely that those VGHs reach the maximum generalization more rapidly. If that oc-
curs, the VGHs produce identical anonymization solutions (regardless of their GSL
quality score). Thereby, it would be more challenging to differentiate the effective-
ness of the VGHs from their anonymization results; as, under those circumstances,
the quality of the anonymized solutions among the candidate VGHs becomes in-
distinguishable. These conditions can provoke a decrease in the correlation degree
between the VGH quality and the data utility, which would lead to a reduction in
the accuracy of the GSL metric. In the second scenario, we observed that GSL works
better when the anonymization is performed using algorithms that produce globally
optimal solutions. This is because for poorly-specified VGHs, the maximum loss of
information may occur at any level of the VGH (as discussed in Motivation 3 of Sec-
tion 3.3). Thus, iterative greedy strategies (e.g., Datafly) may favor anonymizations
in those QID attributes that have well-specified VGHs (as they cause a lower infor-
mation loss). This would lead to conduct the anonymization using a single attribute
only, which can be an ineffective traversal strategy.

c) In our experiments, the accuracy of GSL was tested with VGHs applied in the anony-
mization of tabular data (one of the most used formats in data sharing). Nonetheless,
the applicability of our solution can be broader, as VGHs are one of the most used re-
sources in generalization to protect privacy in different types of data. For example, in
semantic trajectory data [51], VGHs are used to hide sensitive places where a person
has stopped (e.g., an oncology clinic); while in transactional data [30, 70] VGHs are
used to hide sensitive items purchased by a person (e.g., pregnancy test), or to hide
web search queries performed by a person (e.g., adult websites). Furthermore, the
type of attributes explored in this work was categorical due to their increasing im-
portance (in recent years) as a valuable source of information for data mining. Since
GSL is currently based on the preservation of data semantics as a means to properly
process textual data, it is only applicable to categorical values. However, an inter-
esting area of potential future work that might be explored is the use of numerical
measures that could be incorporated to GSL (e.g., numerical distances or the size of
the generalization intervals) in order to support, in an integrated manner, numerical
and categorical attributes.

d) In our experimental evaluation, the quality of the VGHs (represented by the GSL
scores) and their effectiveness in anonymization (represented by the data utility met-
rics) have been correlated using the Spearman’s rank order correlation coefficient.
This analysis strategy was chosen because the relationship we aimed to assess (data
utility and VGH quality) was monotonic, but not necessarily linear. Thus, we consid-
ered that the Spearman’s coefficient was a good fit for our use case, allowing us also
to compare across different types of metrics. A limitation of using a ranking strategy
(such as the Spearman’s coefficient) is that the actual values/magnitudes of the scores
are not being compared. Therefore, even when there are minor differences between
the GSL scores of two or more VGHs, these types of cases are not captured by the
rankings. Alternatively, other analysis strategies that consider the actual values of
the scores (e.g., Pearson correlation) could be used.
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e) There are certain aspects of the VGH that can influence their performance in anony-
mization. For example, although taller VGHs tend to perform better, this is not al-
ways the case. From a semantic quality point of view, preserving the semantic con-
sistency (of the modeled domain) in the VGHs matters the most, while other aspects,
such as the structural properties of the VGH (e.g., its depth) and the defined privacy
goal have a secondary influence. To illustrate this point, let us consider a scenario
where there are two candidate VGHs to anonymize a specific attribute: one VGH is
tall (e.g., 16 levels) but suffers a very high semantic lost at level 1; the other VGH is rel-
atively flat (e.g., 4 levels) but suffers only a minimum semantic lost at level 1. Under
this scenario, the utility of the anonymized data produced by the flat VGH would
drastically outperform the tall one in all the anonymization cases that end at level 1.
Moreover, if a VGH is well-defined (from a semantic point of view), it usually implies
that the more granular the VGH is, the lower the information loss will be as levels are
climbed up in the VGH (in comparison with the loss exhibited by a coarse VGH).
However, one needs to take into account the inherent tradeoff that exists (when dis-
seminating anonymized data) between the amount of information revealed and the
usefulness of the data. Hence, the appropriate depth (i.e., level of granularity) for the
VGH would be determined by the users according to their requirements. For exam-
ple, accommodating diverse types of profiles for data recipients (which can involve
different levels of trustworthiness) such as: interdepartamental, outsourced partners,
or public in general.

f) In terms of the potential time-savings that APES can achieve (through the usage of
GSL), they are directly related to the number of configurations that need to be tested.
They consist of the number of candidate VGHs/VGH sets, the complexity of the do-
mains modeled in the VGHs, the tested privacy constraints, and the number of VGHs
that belong to the VGH set. Therefore, the biggest time savings are obtained when
data publishers have various complex candidate VGHs per QID and also several
QIDs are in-scope for anonymization (so that there will be candidate VGH sets). Un-
der these conditions, APES is able to mitigate most of the significant effort required to
identify the best VGHs for anonymization purposes. It is also worth mentioning that
there will be gains even if the actual number of candidates VGHs is moderate. This
is because APES significantly reduces the effort and expertise required to identify the
best VGHs. Furthermore, as data publishers typically have to release the anonymized
data on a recurrent basis, the capability of automatically identifying a priori the ap-
propriate VGHs can substantially reduce the complexity of such iterative process.

g) In our experimental evaluation, we considered datasets widely-used in the literature.
As our results have shown, the obtained positive results (in terms of accuracy, time-
savings, and costs) are evident for all four datasets, and so it is expected that GSL
can yield similar results when using other datasets. Likewise, it is expected that GSL
should be applicable to other usage scenarios that rely on VGHs (or similar types of
taxonomies). The same principle applies to the semantic similarity measures. Our
results have shown that GSL worked well with both tested measures (i.e., Wu and
Palmer, and Leacock and Chodorow). Therefore, it is expected that GSL can perform
similarly when using other semantic similarity measures.

h) In our experimental evaluation, we used WordNet as the knowledge base. How-
ever, GSL is not tied to any specific ontology. As long as the appropriate semantic
similarity libraries (e.g., WS4J for WordNet) are available (or developed) to interface
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with the desired ontologies, our prototype can be easily adapted to use any ontology.
This strategy can be useful to make GSL better suited to domains which highly rely
on specific terminology (e.g., biomedicine). Furthermore, for those usage scenarios
where relying on a single ontology is not enough, there are several techniques in the
literature which are well-accepted solutions to address the limitations in coverage of
an ontology. In particular, we consider useful those techniques which can integrate
multiple ontologies in order to complement each other and generate a more complete
source of knowledge. Similarly, for those cases in which only a few terms do not ex-
ist in the chosen ontology, mapping those non-existing terms to similar existing ones
might suffice for estimating the quality of VGHs.

i) In terms of the costs of using GSL, our results have shown that calculating the metric
is lightweight in terms of the amount of computational resources required. Moreover,
the obtained results can be a useful input information for a capacity planning process.
This would allow data publishers to estimate the system requirements required by an
experimental environment to support a particular usage scenario or dataset.

j) Finally, based on all the previously discussed points, it is concluded that a metric that
can evaluate a priori the quality of the VGHs before anonymizing the data, as GSL
does, can offer significant benefits to data publishers and the anonymization process
in general.

7 Conclusions And Future Work

VGHs play an important role in the utility of the anonymized data. This is because VGHs
drive the generalization process in numerous privacy-preserving algorithms. Moreover,
while the evaluation of VGHs for numerical attributes is well studied in the literature,
techniques to assess the quality of categorical VGHs are scarce. To address this issue, in our
previous work we presented GSL, a metric that captures the quality of VGHs for categorical
data with respect to their semantic consistency and taxonomic organization. The aim of
this paper was to comprehensively evaluate GSL in terms of its benefits (i.e., its accuracy
and the achieved time-savings) and its costs (i.e., its computational resources) in order
to offer data publishers a valuable reference regarding the performance of GSL. For this
purpose, a prototype was built and a set of experiments were performed. The experimental
results demonstrated the feasibility of using GSL to perform an a priori evaluation and
selection of VGHs for anonymization. They showed how the utility of anonymized datasets
was improved (without sacrificing the privacy goal) when the selection of the best VGH
was based on GSL. This is because there was a strong positive correlation between the
quality of the VGHs (represented by the GSL scores) and the utility of the anonymized data
(evaluated in terms of general-purpose utility metrics and clustering quality). The results
also demonstrated how GSL can enhance the efficiency of the anonymization process and
the effectiveness of a VGH-based anonymization algorithm, by avoiding costly trial-and-
error anonymization cycles. Finally, the results showed that GSL is lightweight in terms of
its consumption of computational resources, making it practical for real-world usage.

There are different directions for future research in our work. One interesting direction is
to define a set of categories (or ranges) for the GSL score that verbally describes the quality
of a VGH (e.g., good/moderate/poor). This would serve as a guide for data publishers to
help them better interpret the GSL score. For that purpose, we plan to evaluate our solution
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further using more datasets and privacy models. Likewise, we also plan to evaluate the ac-
curacy of GSL in other application-context scenarios, such as classification and aggregate
query answering. Moreover, we intend to investigate which other aspects of PPDP might
be suitable to extend our VGH evaluation solution. Finally, we plan to explore how to au-
tomatically generate well-defined VGHs (or improve an “imperfect” VGH) by leveraging
the GSL metric.
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[62] D. Sánchez, A. Solé-Ribalta, M. Batet, and F. Serratosa. Enabling semantic similarity estima-
tion across multiple ontologies: an evaluation in the biomedical domain. Journal of Biomedical
Informatics, 45(1):141–55, Feb. 2012.
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Appendix A Semantic Similarity Metrics

The Wu and Palmer (WUP) metric [75] is given by (9):

SimWuP (c1, c2) =
2 ∗N3

N1 +N2 + 2 ∗N3
(9)

where c1 and c2 are the two concepts to be compared, N1 and N2 denote the number of is-a
links on the path from c1 and c2 respectively, to their least common subsumer (LCS), and
N3 denotes the number of is-a links on the path from the LCS to the root of the taxonomy.
The score range is (0,1] (1 for identical concepts).

The Leacock and Chodorow (LCH) metric [36] takes into account the number of nodes
Np on the shortest path between the two concepts (c1 and c2), and the maximum depth D
of the taxonomy in which they occur. This metric is given by (10):

SimLCH(c1, c2) = − log
Np

2D
(10)

Appendix B Data Utility Metrics

B.1 Task-Independent Measures

Semantic Information Loss (SemILoss). The overall SemILoss score (based on the equa-
tion presented in [49]) for an anonymized table T ∗ is given by (11):

SemILoss(T ∗) =

∑n
i=1

∑m
j=1 sdist(xij , x

∗
ij)

n ·m
(11)

where n is the number of records in the dataset, m is the number of QID attributes, xij is
the original value of the jth attribute in the ith record, and x∗ij is the anonymized value.

Semantic Sum of Squared Errors (Semantic SSE). The overall Semantic SSE score [25] for
an anonymized table T ∗ is given by (12):

SemanticSSE(T ∗) =

n∑
i=1

(∑m
j=1 sdist(xij , x

∗
ij)

m

)2

(12)

where n is the number of records in the dataset, m is the number of QID attributes, xij is
the original value of the jth attribute in the ith record, and x∗ij is the anonymized value.

B.2 Task-Specific Measures

Clustering Comparison Methodology. To carry out the comparison, we firstly anonymized
the original data, T , using each of the candidate VGHs, V GHi, and obtained the anonymized
datasets, T ∗i . Then, for each dataset, we generated a matrix with the semantic distance
among the objects in the dataset. This matrix was used as the input for a hierarchical clus-
tering method c which was applied to T and obtained clusters c(T ). We applied the same
clustering method to T ∗i and obtained c(T ∗i ). Finally, we compared the similarity between
the optimal cluster partitions obtained from c(T ) against the ones obtained from c(T ∗i ). The
idea is that the more similar c(T ∗i ) is to c(T ), the lower the information loss. In this manner,
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we could determine which VGHs produced the solutions that best retained the semantic
utility of the original data. In the following paragraphs, we describe the metrics used to
compare the quality of the sets of clusters between the original dataset (partition A) and
the datasets anonymized with each candidate VGH (partition B).

Pairwise Agreement Metrics. The coefficients in these metrics are calculated based on
a mismatch matrix [31]. This is built upon the different scenarios in which a pair of data
points can fall: a, the number of point pairs that are in the same cluster in both A and B;
b, the number of point pairs that are in the same cluster in A but not in B; c, the number of
point pairs that are in the same cluster in B but not in A; or d, the number of point pairs
that are in different clusters in A and B. Intuitively, a + d are considered as the number
of agreements between partitions A and B; and b + c are the number of disagreements
between partitions A and B. The pairwise agreement metric used in this work was the
Rand index [58]. For these metrics, higher values are better: 0 indicates that the two data
clusters do not agree on any pair of points and 1 indicates that the data clusters are exactly
the same. The Rand index represents the ratio of agreement between both matches and
mismatches. It is given by (13):

RAB =
a+ d

a+ b+ c+ d
(13)

Entropy-Based Metrics. These metrics are built upon concepts from information theory to
measure how much information is shared between partitions of clusters. In this work, we
used the Normalized Mutual Information (NMI) metric [66], which is expressed by (14a):

NMIAB =
2 · I(A,B)

H(A) +H(B)
(14a)

The agreement between two partitions, measured by the mutual information I is given by
(14b):

I(A,B) =

R∑
i=1

Q∑
j=1

nij

N
log

nij/N
ninj/N2

(14b)

where R and Q denote the number of clusters in partitions A and B respectively, and nij

denotes the number of shared patterns between clusters Ci ∈ A and clusters Cj ∈ B.
The entropy H of the partition A is computed taking the frequency counts as approxima-

tions for probabilities. It is expressed by (14c):

H(A) = −
R∑
i=1

ni

N
log

ni

N
(14c)

where ni represents the number of patterns in cluster Ci ∈ A. The entropy H of the parti-
tion B is calculated in the same manner as in Eq. 14c.

The values of NMI range between 0 and 1. Larger values of NMI indicate a higher simi-
larity between the partitions.
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