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Abstract. When initially proposed, synthetic data for disclosure control was generally dismissed as unlikely to be implemented in practice. Thirty years later, synthetic data are becoming a staple of the disclosure limitation toolkit. We now see synthetic public use files for several major data products with more on the way. In this article, I review the progression of synthetic data, describe some unresolved challenges, and speculate on its future.
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1 Introduction

Almost 30 years ago, Don Rubin [1] published a radical proposal for statistical agencies seeking to share data with the public: disseminate public use files comprising simulated data. Today, Rubin’s suggestion, now known as synthetic data, has taken root. Several statistical agencies and other data stewards, henceforth all called agencies, are turning to synthetic data strategies to create public use files from confidential data. As examples, the U.S. Census Bureau has released synthetic public use files for the Survey of Income and Program Participation [2] and Longitudinal Business Database [3], and it is currently overhauling the confidentiality protection methods for the American Community Survey (ACS), its flagship survey, to use synthetic data [4]. The U.S. Internal Revenue Service is making a synthetic public use file of individual tax returns [5]. The U.S. Agency for Healthcare Research and Quality has funded a project to create a synthetic version of a national healthcare claims database [6]. Outside the U.S., synthetic data have been used by Statistics Canada, Statistics New Zealand, the Australian Bureau of Statistics, the United Kingdom Office of National Statistics, the German Institute for Employment Research, and the Scottish Longitudinal Study, to name a few examples. Indeed, the United Nations Economic Commission for Europe recently authored a synthetic data manual for national statistics organizations [7].

One can understand the interest in synthetic data as a disclosure protection strategy; the approach has many appealing features. Most prominently, releasing synthetic data can reduce disclosure risks. Attackers may find it difficult to identify individuals who participated in the confidential data, and to learn the values of those individuals’ sensitive
attributes, when the released data are not actual, collected values. Furthermore, with appropriate data generation and estimation methods based on the concepts of multiple imputation [8, 9, 10, 11], the approach enables data users to make valid inferences for a variety of estimands using standard, complete-data statistical methods and software. Other benefits are discussed, for example, in [12, 13, 14, 15, 16].

In this article, I review the progression of synthetic data since Rubin’s original proposal and speculate on its future. I focus on synthetic data as a disclosure protection strategy for public use data files. Certainly, other uses of synthetic data have become prevalent, such as for training and testing machine learning algorithms and for facilitating business functions, but I do not cover these here. Throughout, I cite methodological and practical research on synthetic data; however, my selection of references is far from an exhaustive review of the literature on synthetic data. Many excellent works are not cited here. Finally, I am honored to write this article to mark the fifteenth anniversary of Transactions on Data Privacy. The journal has played a key role in advancing the practice of confidentiality protection including synthetic data, e.g., [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27].

2 Thirty Years of Synthetic Data

Readers of Transactions on Data Privacy know well the critical importance of protecting data subjects’ confidentiality in public use files. Traditionally, agencies have attempted to do so by altering data before release [28, 29, 30]. These perturbation techniques are typically applied at low intensity to minimize degradation of the quality of secondary data analyses [31]. However, with the emergence of accessible digital data and powerful computational resources, attackers now can obtain huge amounts of information to use to link released records to external data files [32]. This concern has led several agencies to consider abandoning traditional statistical disclosure limitation methods in favor of newer methods like synthetic data.

Motivated by concerns over traditional methods, Rubin [1] proposed that agencies release multiply-imputed, synthetic data sets. In this approach, the agency (i) randomly and independently samples units from the sampling frame to comprise each synthetic data set, (ii) imputes the unknown data values for units in the synthetic samples using models fit with the original survey data, and (iii) releases multiple versions of these data sets to the public. A similar approach was suggested by [33]. These are now called fully synthetic data or also completely synthetic data [14].

In the same journal issue as Rubin’s proposal, Little [34] proposed a variant of synthetic data, now called partially synthetic data [9] or incompletely synthetic data [14]. These comprise the units originally surveyed with only some collected values replaced with multiple imputations. For example, the agency might simulate sensitive variables or quasi-identifiers for units in the sample with rare combinations of quasi-identifiers [35, 36, 37, 38]; or, the agency might replace all data for selected sensitive variables or quasi-identifiers [12, 39, 40, 41]. The former strategy has been employed by the U.S. Federal Reserve Board in the Survey of Consumer Finances. They replace monetary values at high disclosure risk with multiple imputations, releasing a mixture of these imputed values and the unreplaced, collected values [42]. It also is used by the U.S. Census Bureau to protect the identities of people in group quarters (e.g., prisons, shelters) in the American Community Survey [43]. They replace quasi-identifiers for records at high disclosure risk with imputations. The latter strategy has been employed by the U.S. Census Bureau to create the synthetic Survey of Income and Program Participation [2]. For this public use file, the Cen-
sus Bureau synthesizes all values of around 600 variables, leaving just a handful at their original values.

The U.S. Census Bureau’s Longitudinal Business Database (LBD), which contains the annual total payroll and employee size since 1975 for every U.S. business establishment with paid employees, is an informative case study on how synthetic data can enable public access to otherwise confidential data [3, 44]. Data from the LBD derive from tax files compiled by the U.S. Internal Revenue Service (IRS), making the LBD subject to both Title 13 and Title 26 of the U.S. code. As a result, no actual values for individual establishments in the LBD can be released to the public; even the fact that an establishment filed taxes—and hence is in the dataset—is protected. Hence, top coding cannot be used on monetary data as a large fraction of exact values would be released. This also suggests that swapping would have to be done at an extremely high rate, in which case the released data would be useless for any analysis involving relationships with swapped variables. Furthermore, many variables of interest to researchers and policy makers, for example the number of employees and total payroll, have highly skewed distributions even within industry classifications. Hence, the amount of added noise necessary to disguise these observations would have to be very large, resulting in data of limited usefulness.

The only way that the Census Bureau and IRS were willing to release a public use version of the LBD was to make it synthetic [3]. The general strategy was to construct a joint distribution of all the variables using sequential conditional modeling, e.g., \( f(x_1, x_2, x_3, \ldots, x_p) = f(x_1)f(x_2 \mid x_1)f(x_3 \mid x_1, x_2) \cdots f(x_p \mid x_1, \ldots, x_{p-1}) \). The conditional models were tuned to different types of variables, such as logistic regressions for binary variables and linear regressions for continuous variables. The conditional specification also allowed the Census Bureau to conveniently incorporate logical relationships among the variables. The synthesis process was done separately for each industry type using models fit to the data for that industry, so as to allow for efficient and parallelizable computation. The synthetic LBD are available for download from a dedicated Census Bureau website [45].

The initial version of the synthetic LBD used parametric statistical models. However, researchers have developed a variety of synthetic data generators based on techniques from machine learning. For example, agencies can use classification and regression trees (CART) for the conditional modeling [46]. These are the primary engines for the Scottish Longitudinal Study data synthesis [47] and a leading contender for the American Community Survey data synthesis. Other examples of nonparametric conditional models include random forests [24] and support vector machines [48, 49]. Additionally, researchers have proposed deep learning methods like generative adversarial networks to generate synthetic data, e.g., [50, 51, 52]. These deep learning methods are multivariate synthesizers, in the sense that they generate all values at once rather than in a sequence of conditional models.

3 Unresolved Challenges: Disclosure Risk and Data Quality

Despite all the methodological advances and the existence of genuine applications of synthetic data, there are practical obstacles to broad-scale implementation of the approach. Here I review two of these obstacles: assessing disclosure risk and enabling analysts to assess the quality of synthetic data results.
3.1 Disclosure Risk Assessment for Fully Synthetic Data

Generally, it is thought that fully synthetic data should carry low risks of disclosures, since the released data do not correspond to actual records. This largely eliminates the kinds of record linkage attacks that have broken typical disclosure control methods, as it is nonsensical for attackers to match synthetic records to external files [53]. However, this does not mean there are zero risks. To illustrate with a simple example, suppose that the confidential data comprise four binary variables, and only one individual in the confidential data has a value of $(0, 0, 0, 0)$. Suppose an agency considers generating synthetic data by sampling from a multinomial distribution with probabilities equal to the empirical frequencies in the 16 cells. When the synthetic data include a case at $(0, 0, 0, 0)$, the attacker knows that someone in the confidential data must have those values, which could be a disclosure risk. Related, an agency’s synthesis model may perfectly predict some variable for a certain type of individual, so that synthetic values of this variable always match the actual values for this type of individual. The agency may consider these unacceptable disclosure risks.

While there is need to examine disclosure risks in synthetic data, there is no standard for doing so, especially in fully synthetic data. Instead, disclosure checks tend to be ad hoc. For example, in the synthetic LBD, the Census Bureau examined whether large synthetic employment values in specific years are too close to confidential values. They also examined distributions of actual start years for each synthetic start year value to ensure that there is sufficient diversity in the mapping from one to the other. All of these checks proceed one variable at a time, assume attackers with no external knowledge, and do not provide quantitative measures of risk. Related notions of disclosure risk are suggested in [54].

There are germs of principled approaches in the literature. For partially synthetic data, [55] and [56] present risk measures for an attacker who knows the collected values of a single target record and searches the released data to identify that record. These approaches do not apply to fully synthetic data and, even for partially synthetic data, assume the attacker has access to a small number of variables on the target. One can compute probabilities that attackers correctly guess individuals’ sensitive values given the synthetic data [57]; related examples and approaches are in [16, 40, 41, 58, 59, 60]. However, all of these examples use data with a small number of variables. Computing these probabilities for high-dimensional synthetic data is a computationally intensive and challenging task, and as such has never been applied in production settings. Moving these ideas from theory to practice is an important research objective.

An alternative approach that is feasible in some settings is to generate synthetic data to satisfy, at least approximately, some variant of differential privacy, e.g., as in [27, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71]. This is done, for example, by the U.S. Census Bureau to construct data products from the 2020 population census. To date, however, there are no differentially private algorithms that can generate synthetic data with low errors and high privacy protection for high-dimensional surveys with complex sampling designs and the typical edit-imputation and re-weighting procedures for nonresponse and calibration. This is the primary reason why the Census Bureau, which has a publicly stated goal of moving towards formal privacy for its public use data products, is using model-based synthetic data for the re-design of the confidentiality protection methods for the ACS.

3.2 Enabling Quality Checks with Verification Measures

The quality of synthetic data are only as good as the quality of the synthesis models [16]. Any relationships or distributional features not present in the synthesis models also are not
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present in the synthetic data. Thus, agencies should thoroughly check synthetic data before releasing them to the public. For example, in the synthetic LBD, the Census Bureau examined various statistics in the confidential and synthetic data, such as longitudinal trends in total annual employment, the number of jobs created each year, and the total payroll by industry. These analyses were selected by subject matter experts at the Census Bureau.

Specific comparisons are useful and necessary, but they offer only so much comfort to users interested in other analyses. How does such a user know whether their results from the synthetic data are any good? Inevitably, some synthetic data inferences will deteriorate significantly because of imperfect synthesis models. Thus, it is arguably essential that agencies develop ways to provide feedback to users about the quality of inferences from synthetic data for specific estimands.

One proposed solution is to build a verification server [53, 72, 73]. The basic idea is as follows. The analyst, who has access only to the synthetic data, submits a query to the verification server for the results of a statistical model; for example, the coefficients in a regression or the mean of some variable in a subpopulation. The server, which has both the confidential and synthetic data, performs the analysis on both data sources. From the results, the server calculates analysis-specific measures of the fidelity of one to the other. For example, when the query is a regression coefficient, one verification measure is the overlap of the 95% confidence intervals for the coefficient when computed with the confidential data and with the synthetic data [74]. The server returns the value of the verification measure to the analyst. If the analyst feels that the intervals overlap adequately, the synthetic data have high utility for their analysis. With such feedback, analysts can be confident about results with good quality and avoid publishing results with poor quality [75].

There is a catch, however: verification measures also leak information about the confidential data that could be used for disclosure attacks [17, 72]. Clever attackers could submit queries for verification that, perhaps in combination with other information, allow them to estimate confidential values too accurately. Thus, a key area of research is to develop methods for verification that allow agencies to control this additional information leakage, e.g., by designing differentially private verification measures like those in [53].

A closely related option is for the agency to run the user’s statistical analysis on the confidential data and report back a disclosure-protected version of the results. This is known as validation (as opposed to verification) of results. In fact, the Census Bureau allows users to submit their programs for validation with the synthetic Survey of Income and Program Participation and the synthetic LBD [76]. Validation also leaks information about the confidential data, further highlighting the importance of continued research on ways to provide users feedback on the quality of their synthetic data inferences.

4 The Future of Synthetic Data (?)

What does the future have in store for synthetic data? In this section, I offer a few thoughts on this question.

Any discussion of the future of data dissemination strategies should begin with speculation about how agencies might define data privacy and confidentiality (P&C) going forward. Traditionally, agencies have focused assessments of disclosure risks on whether individuals can be re-identified in a database. Indeed, many laws and regulations around data sharing explicitly speak to re-identifications. For many government surveys and censuses, however, it is not clear (to me) why the fact that someone is in the database needs to be confidential. For example, does someone only knowing that I participated in the ACS
have any implication for my well being? I think not. Of course, learning that an individual is a member of a database can be problematic in some contexts, for example, a survey of people with a specific health condition. However, protection from re-identification risk may not need be the default priority that it is today. Instead, agencies might focus on reducing the risks of attribute disclosures and be less concerned with preventing re-identification disclosures.

For statistical agencies, one particularly relevant and recent shift in disclosure limitation practice is the desire to formalize P&C mathematically. This is evident in the invention of differential privacy and its variants. Differential privacy defines disclosure risks as relative; that is, how much information attackers can learn about any individual from the released statistics when that individual’s data are used to compute the statistics compared to when those data are not used. This is a significant change from existing disclosure risk paradigms, which tend to focus on absolute risks to individuals in the data. This perspective that disclosure risks are relative naturally leads to the question, what information should be considered known at baseline? Attackers already can learn massive amounts of information on many of us with minimal effort. As examples, they can search social media and commercial websites to glean demographic and housing information, and they can purchase information about individuals from companies whose business model is to sell data. In the near future, it is conceivable that all individuals’ factual information (comprising, e.g., certain demographic variables) might be considered already known to attackers when evaluating relative disclosure risks.

How might such a consideration impact applications of synthetic data? For agencies that let go of protecting against re-identifications and focus on protecting against disclosures of sensitive attributes, a natural approach is to release partially synthetic data. These could comprise the sampled individuals with their factual variables (that are considered publicly available) kept at their collected values and their sensitive attributes replaced with simulated values. This should make it easier for agencies to generate synthetic data with high analytic validity, as it reduces reliance on synthesis models. Further, an emphasis on attribute disclosure may facilitate generation of synthetic data that satisfy new mathematical definitions of privacy, for example, by using frameworks like Pufferfish [77]. Finally, by letting go of re-identification disclosures, it may be easier for agencies to design useful verification (or validation) measures that introduce low additional risks of disclosure.

Societal expectations of privacy are changing and are likely to continue to change in the future. Data dissemination policies of course must adapt to such changes. Thirty years of synthetic data have seen thirty years of innovation. I am excited to see what the next thirty years has in store for us.
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